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EDITORIAL NOTE

Oxford University Working Papers in Linguistics, Philology & Phonetics presents research
being undertaken in these fields by staff, graduate students and others researchers in
Comparative Philology, Linguistics and Phonetics at the University of Oxford. Each year’s
volume is devoted to a particular area of linguistic research in Oxford; the 2006 outing sees
the welcome return of Comparative Philology.

Comments on the papers included here are welcome: the author’s addresses are listed on
the following pages. The editors can also be contacted by e-mail regarding the journal itself.
To obtain further information regarding linguistics at Oxford, please contact:

The Centre for Linguistics and Philology
Walton Street

Oxford

OX1 2HG

United Kingdom

This journal is currently distributed as part of an exchange arrangement involving similar
journals from many university departments worldwide. We warmly welcome offers to
institute further such agreements and invite university departments who express an interest to
contact the editors.

The current volume of Oxford University Working Papers in Linguistics, Philology &
Phonetics will shortly be available on the web at the following URL:

http://www.ling-phil.ox.ac.uk/pages/publications.html

Daniel Kolligan Ranjan Sen
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PREFACE

In her preface to Oxford University Working Papers in Linguistics, Philology & Phonetics 7,
Anna Morpurgo Davies observed that its predecessor, OUWPLPP 3 (1998), the first volume
dedicated entirely to Comparative Philology, had contained eight papers, whereas OUWPLPP
7 (2002) contained thirteen; and she concluded that, while one might not anticipate a similar
rate of increase in the future, there were great hopes for a continued tradition of Working
Papers in Philology. It is now clear that the tradition, though still a young one, has at least
reached another [ustrum, and that the work in classical and comparative philology which is
done by students, staff, and other researchers at Oxford is in no danger of running dry. The
mere number of contributions in the current volume, sixteen, shows this once again, and, what
is more, the diversity of languages, topics and theoretical approaches represented here bears
eloquent testimony to the vitality of our discipline.

Several contributors have chosen to concentrate on the classical languages, Greek and
Latin, which have always occupied a central place in Comparative Philology at Oxford, just as
they occupy a central place when we look at the linguistic map of Indo-European as a whole.
Starting with Richard Hitchman who sets out to explore, through the onomastics of ancient
Crete, what came before Greek on that island, and ending with Jim Adams and Panagiotis
Filos who study ways in which Greek influenced Latin, and Latin Greek, in Roman times —
through syntactic interference and lexical transformation respectively —, we undertake a
fascinating journey across the classical world: we learn, with Nicholas Hillyard, how to
discover the natural in Homer’s artificial language, with Olga Tribulato, how to be a lion at
heart rather than just have a lion-heart, with Luuk Huitink, how to enter the minds of the
Greeks by looking at future infinitives, with Philomen Probert, how to trace the loss of
morphological analysis in Greek accentuation, with Ranjan Sen, how to trace it in Latin
vocalism, with Eleanor Dickey, how to spell things out as much as possible in Latin requests,
and with Wolfgang de Melo, how to spell things out as little as possible in Latin accusative
and infinitive constructions.

Other contributors make sure we do not forget what happens elsewhere, in space as well
as time. With Daniel Kdlligan, Elizabeth Tucker, and myself, we move eastwards, to find the
syntactic sources of Armenian interrogative pronouns, the etymological sources of Sanskrit
masters, and the conceptual sources of Graeco-Anatolian blessings or curses, and with
Nicholas Zair and Brendan Wolfe we move westwards, to reassess a long-standing problem of
Celtic and Western-Indo-European phonology and to look at what (not) to do in Gothic
stylistics. Philip Durkin, finally, reminds us that linguistic history is not just a thing of the
past, that we ourselves determine its course, not least through the words we use, whether we
celebrate 200 years of melodrama or the recent birth of panna cotta.

Philology, both classical and comparative, is like a Homeric tripod, which would not
stand if somebody sawed off one of its three legs. The first leg is the subject itself, the themes



and problems which stimulate our minds: this leg is sturdy, and it would take a long time to
cut it off. The second leg is the people who take up the challenge set by the material: this leg,
too, seems robust when so many are willing to unite and share their views with others, those
who have spent long years working in the field and those who have begun only recently — first
among whom are the two editors who have dedicated much of their energy and time to the
successful completion of this volume. The third leg, however, is more frail than the other two:
however attractive a question may be, without the necessary resources even the most
enthusiastic philologists cannot devote themselves to it. Hence, this preface is also a good
opportunity once again to express the heartfelt gratitude of all those who were, are, or will be
doing philological research in Oxford to the Salus Mundi Foundation and its chairman, Prof.
A. Richard Diebold, who in 2004 generously endowed the Chair of Comparative Philology at
the University of Oxford and thus secured the continuation of the discipline at a time in which
it remains our foremost task to impart to our academic neighbours and colleagues outside
philology something of the fascination we experience every day. If OUWPLPP 11 succeeds in
contributing its share to this cause, we shall have achieved what we are hoping for.

Andreas Willi



Greek Interference in Egyptian Latin

An Unusual Partitive Apposition Construction

J. N. Adams

From Roman military outposts in the Eastern Desert of Egypt there are turning up ostraca
containing writing, mainly in Greek, but also in Latin. Those stationed in these remote places
were communicating, it seems, largely in Greek, but Latin was in use partly as the language of
command (Adams 2003a: 393-6, 608-9), and partly, among bilinguals, for informal
communication alongside Greek. In the second volume of ostraca from Mons Claudianus
(Bingen et al. 1997), for example, there are two informal letters (366, 367) from the same man
to the same addressee, one in Greek, the other in Latin.' In such closed communities lexical
and other types of borrowing are bound to have taken place between one language and the
other, and syntactic interference must have occurred in both directions.” I am concerned in this
note exclusively with one striking case of interference, in Latin from Greek, which as far as |
am aware has not been noticed. The interference shows up in the construction known as
“partitive apposition’.

Partitive apposition is represented by phrases of the type socks, three pairs. It is an
alternative to the more usual genitival construction, in which the expression of quantity is
placed first (three pairs of socks). In English, partitive apposition is somewhat contrived and
might be expected to turn up mainly in formal inventories. In Latin, it seems to have been less
formal and is quite common in lists of various kinds (e.g. Hofmann & Szantyr 1965: 57;
Adams 1977: 42). In the example just given, the word for the ‘whole’ (socks) precedes the
expression of quantity (the ‘part’, 1.e. three pairs), and that is the invariable order in Latin (but
see further below). I quote just one typical example:

(1) calices paria sex
‘cups, six pairs’
(Claudianus Terentianus, P. Mich. VII1.468.17-18 (Youtie & Winter 1951))

However, in a Latin letter, probably of the late first or early second century,” from Wadi
Fawakhir (Guéraud 1942; Cugusi 1981) there is a remarkable reversal of the order:

' For a discussion of the pair, see Adams (2003a: 591-2).

* For Greek formulae translated into Latin, see Adams (1977: 4-5) and Cugusi (1981: 735-6). For syntactic
interference of Greek in Latin (in Egypt), see Adams (2003a: 497). For lexical borrowing, see Adams (2003a:
443-7). For Latin influencing Greek (in the address system), see Dickey (2004).

3 On the date, see Cugusi (1981: 752-3).
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(2) rogo te ut - emals] mi matium - salem
‘I ask you to buy me a matium (of) salt’
(0. Wadi Fawdkhir 2)

Here salem stands in the position that might have been expected in the genitive construction
(matium salis, the alternative to the usual partitive construction salem matium).* Fossilised
partitive phrases containing genus (hoc genus, id genus) sometimes go to the head of the
construction in literary Latin (Adams 2003b: 20), but I have not otherwise been able to
parallel the above order in Latin.’

However, exactly this order is common in Greek from the same period and area. I list
some examples:

(3) &xeig dexo NUEPOG KOUULBTEY
‘You have ten days’ leave’
(O. Flor. 1 (Bagnall 1976))

(4) €lvo... T0 TPOGAOITOV SMGOUEY TNV TELUNV
‘so that we... can give the rest (of) the price’
(O. Claud. 1.139 (Bingen et al. 1992))

(5) xotaypol@iv Ypoyic TOLC EPYAITOC
‘Write a list (of) the workmen’
(O. Claud. 1.141 (Bingen et al. 1992))

(6) woueicote ploploinmiy celvamLy
‘Receive a bag (of) mustard’
(O. Claud. 11.227 (Bingen et al. 1997))

(7) wouicosze... sevtAia deouny 7’ kol aAAN(v) d€ounv GEpic
‘Receive beets three bunch [sic] and another bunch (of) chicory’
(O. Claud. 1i.228 (Bingen et al. 1997))°

* Editors differ in the way they print the verb emas (see e.g. Cavenaile 1958: 403; Cugusi 1981: 724), but there
is no uncertainty about the reading of the pair of nouns.

> Cugusi (1981:747) discusses our example under the general heading of ‘partitive apposition’, but without
observing its distinctive word order. He does, however, unknowingly cite a possible parallel from a fragment of
Plautus cited by Nonius Marcellus (Lindsay 1903: iii.871): ne tu postules matulam unam tibi aquam infundi in
caput. This reading is not accepted by Lindsay, who prints aquai. Aquam would be separated from the
expression of quantity and the clause could be taken to have an anacoluthon rather than partitive apposition in
the strict sense.

% Here the reversal is in the second phrase. The editor says that 6épig is for oepiSwv, but I take it that the form
represents an accusative plural (= c€petg).
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These are no ephemeral oddities. The partitive construction, with this same order, survives in
Modern Greek,” though in ‘more formal usage the genitive is often preferred’ (Holton et al.
1997: 345-6),% e.g.:

(8) dvo KA TOTOTEC
‘two kilos of potatoes’

(9) 8éxo. TOVOL TCIUEVTO
‘ten tons of cement’

(10) mAndog yvvoitkeg
‘a crowd of women’

It now becomes obvious that Rustius Barbarus, the author of the Latin letter, has fallen into
the word order that he was used to hearing around him (and no doubt using himself) in
Greek.’ The structure of the phrase reveals clear cut interference from Greek. "
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If in Doubt, Leave it In

Subject Accusatives in Plautus and Terence

Wolfgang David Cirilo de Melo'

Most modern linguists declare themselves to be descriptive rather than prescriptive. Rules
concerning split infinitives or the difference between who and whom are generally considered
passé. These are issues for people writing letters to the more conservative newspapers, but
surely we do not get agitated about them. Or do we?

Actually, I suspect that most of us do; maybe not in our first languages, where we would
consider such attitudes pedantic, but almost certainly in the languages we learn later in life. In
fact, the distinction between descriptive and prescriptive linguistics inevitably gets blurred
here: a second-language learner will at first be restricted to a single variety of the language,
and as soon as we consider the question of which variety should be selected for description in
a textbook we enter the domain of prescriptive linguistics.

Latin has never ceased to be used, but at the same time it has not been anyone’s native
language for centuries. The unfortunate result is that among the plethora of grammar books
there are hardly any which do not contain — more or less overtly — a number of prescriptive
elements and value judgments. It is easy to label constructions that are rare in Cicero or
Caesar as ‘archaic’, ‘poetic’, or ‘colloquial’. Yet all too often the tendency to pigeon-hole
usages means that scholars stop looking for different, sometimes more adequate explanations.

A case in point is the topic of this article, the occasional absence of subject accusatives
in Plautus (ca. 254-184 BC) and Terence (ca. 185-159 BC), which is supposed to be a
colloquialism.”> The accusative and infinitive construction, or Acl for short, is normally
described as a subordinate clause whose subject is in the accusative and whose verb is in the
infinitive. This ‘regular’ type is well-known from the classical period and is also frequent in
early Latin:

(1) (Crito is looking for the house of the deceased Chrysis.)
In hac habitasse plated dictumst Chrysidem.
‘It was said that Chrysis used to live in this street.’
(Ter. Andr. 796%)

"I would like to thank Philomen Probert for making a number of very helpful suggestions on a draft of this
paper. I am also grateful to the editors for their useful comments and queries.

* However, it is said to be regular (and thus stylistically neutral) if the same pronoun has already occurred in the
clause so that the presence of a subject accusative would mean that the same form would be found twice; cf.
Kiihner & Stegmann (1962:1.701).

3 The abbreviations used are those found in the Thesaurus linguae Latinae.
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(2) (An old man has doubts about a doctor’s qualifications.)
Nunc cogito
utrum mé dicam diicere medicum an fabrum.
‘Now I am wondering whether I should say that I am bringing a doctor or a
stonecutter.’
(Plaut. Men. 886-7)

(3) (Laches is talking about his son.)
Dixin, Phidippe, hanc rem aegré latirum esse eum?
‘Didn’t I say, Phidippus, that he would take this badly?’
(Ter. Hec. 497)

In all three examples, the superordinate verb is a form of dicere ‘say’. The accusatives
Chrysidem ‘Chrysis’, mé ‘me’, and eum ‘him’ are the subjects of the subordinate clauses. The
dependent infinitives, habitasse ‘to have lived’, diicere ‘to bring’, and latirum esse ‘to be
going to take it in a certain way’, select their tenses according to the temporal relationship
between them and the superordinate verb; the perfect infinitive is used for anterior events, the
present infinitive for simultaneous ones, and the future infinitive for posterior ones.” In
addition, the present infinitive can also be employed for posterior events in early Latin:

(4) (A man is considering returning a slave-girl to her previous owner.)
Dixit se redhibére st non placeat.
‘He said he would take her back if I don’t like her.’
(Plaut. Merc. 419)

Redhibere ‘taking her back’ would of course take place after making a statement to that effect.
The subject accusative is the reflexive pronoun sé ‘himself’.

In all the examples we have seen so far, the infinitives have overtly expressed subjects,
and these are in the accusative. Now just as main clause subjects, which are in the nominative,
can be left unexpressed if it is clear who or what is referred to, there are also examples of our
infinitive constructions without subject accusatives;’ I have again chosen forms of dicere as
governing verbs:

*I cannot discuss infinitives of the type impetrassere in this article, for which cf. de Melo (forthcoming a).

> It may sound odd to speak of an Acl or ‘accusative and infinitive’ if there is no accusative, but I have retained
the term Acl in order not to complicate matters.
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(5) (Chrysalus refuses to give any more advice.)
Neque ego haud committam ut, st quid peccatum siet,
fecisse dicas dé mea sententia.
‘I won’t take the risk that, if something has gone wrong, you say you acted on my

advice.’
(Plaut. Bacch. 1037-8)

(6) (Mercury has just been accused of lying.)
At iam faciam ut uérum dicas dicere.
‘But I shall take care that you will say I’m telling the truth.’
(Plaut. Amph. 345)

(7) (A captive is about to fool an old man.)
Sed utrum strictimne attonsirum dicam esse an per pectinem
nescio.
‘But I don’t know whether I should say that he is going to give him a close shave or a
shave through the comb.’
(Plaut. Capt. 268-9)

(8) (A servant asks Menaechmus what she can tell her mistress.)
Dicam curare?
‘Should I say that you will see to it?’
(Plaut. Men. 538)

In none of these four examples is there a subject accusative. It is merely the context that tells
us who is subject. Note that the subject accusative can be left out both when the subject of the
superordinate verb and that of the infinitive are identical, as in (5), and when they differ, as in
(6) to (8).°

Why is the accusative left out in these examples? Because subject accusatives are used
so frequently in classical Latin, and presumably also because pupils learning Latin leave them
out so often, their absence has come to be regarded as sloppy or even incorrect. School
grammars treat bare infinitives instead of the accusative and infinitive as wrong; more
scholarly works are more reserved, but still speak of a colloquialism, as a look at Hofmann &
Szantyr (1965: 11.362), Kiithner & Stegmann (1962: 1.700-1), or Landgraf (1914: 129) shows.
If this were correct, the bare infinitive ought to be restricted to colloquial registers. However,
this does not seem to be true, as I shall argue in the following section. We are dealing with one
of those cases where prescriptive and descriptive grammars have influenced each other: the
usage was given a label which has negative connotations, and it has been regarded as wrong

® Kiihner & Stegmann (1962: i.701) point out that this is a strong argument that the construction should not be
regarded as a Grecism. In Greek, omission of the subject accusative is very frequent if the two subjects are
identical, but rare otherwise.
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ever since. In the section after the discussion of register, I shall therefore adopt a discourse-
based approach, which will turn out to yield better results. In this way I will also be able to
explain some of the discoveries made by Sjogren (1906), Lindsay (1907), and Adams (1972),
all of whom noticed a correlation between the tense of the infinitives and the absence of
subject accusatives.

1. Is the Absence of Subject Accusatives Colloquial?

The only reliable way to determine the register of a form or construction is to examine its
distribution patterns; a form or construction can be said to be colloquial if it is restricted to
genres such as comedy, if it is frequent enough for this restriction to be statistically
significant, and if there are synonymous expressions in other genres.” There can be no doubt
that subject accusatives are often missing in the most colloquial passages of Roman comedy;
but this absence is also typical of those passages in comedy which are in an elevated style:

(9) (Tyndarus is about to be punished by his new master for saving his old one. He is in a
defiant mood.)
Pol si® istuc faxis, hau sine poend féceris,
si ille hiic rebitet, sicut confido affore.
‘Really, if you do this, you will not have done so without punishment if he comes
back, as I trust he will be back.’
(Plaut. Capt. 695-6)

The tone of the scene as a whole is solemn. Tyndarus knows that he is about to face severe
punishment because he has helped his old master, but he prefers suffering from injustice to
being guilty of it. The serious content of the passage has linguistic repercussions. Lindsay
(1900: 273) notes that ‘the metre, as well as the language, of a great part of the scene has more
of the tragic than the comic style.” Note also the high-register form faxis ‘you will have done’
in the quotation itself; sigmatic futures in subordinate clauses function like future perfects, but
convey an elevated tone as well.”

What is more important than the distribution over the various types of passages in
comedy is the distribution over the various genres in early Latin. Colloquialisms are largely
absent from tragedy, and if a construction is attested there, this is strong evidence that it is not
a colloquialism. And indeed, subject accusatives are often omitted in tragedy, as a few
examples will show:

7 Cf. also Adams, Lapidge & Reinhardt (2005: 3).
¥ If this word were said in isolation, the final vowel would be long. Here it is elided.

? Cf. Happ (1967) on the register of sigmatic forms in general, and de Melo (2002: 167-8) on that of the
sigmatic futures in particular.
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(10) (Orestes is confident that he has done what is right.)
Id ego aecum ac iiistum fecissé'" expedibo atque éloguar.
‘I shall set out and say that I did this as something fair and just.
(Enn. scaen. 148 Jocelyn)

s11

(11) (Ulysses, who has been wounded by Telegonus, is addressed by the chorus.'?)
Tii quoque Vlixés, quamquam grauiter
cernimus ictum, nimis paene animo es
molli, qui consuétus in armis
aeuom agere.
‘You too, Ulysses, although we can see that you are heavily afflicted, are almost of
too soft a spirit, you, a man used to spending his life under arms.’
(Pacuv. trag. 259-62)

(12) (Teucer wants to prove his innocence to Telamon. ")
Numquam erit tam immanis, cum non mea opera extinctum sciat,
quin fragéscat.
‘He will never be so savage that he will not become subdued when he knows that the
man was not destroyed through my doing.’
(Acc. trag. 337-8)

(10) comes from Ennius. The omitted subject of the infinitive is the same as that of the finite
verbs. In (11) from Pacuvius, by contrast, there is a difference of subjects: the subject of
cernimus ‘we can see’ is the chorus, and that of ictum ‘afflicted’ is Orestes; note that not only
the subject accusative has been left out, but also the copula esse ‘be’. (12) from Accius is
similar. The subjects are different and the infinitive is a perfect passive infinitive without
copula.

Absence of subject accusatives occurs after the archaic period as well. One example
from Livy should suffice here:

' For the hiatus cf. Jocelyn (1967: 289).

' Jocelyn (1967: 289) comments that the absence of a subject accusative will not lead to confusion because the
context makes it clear who is being referred to. Here it is obvious that the subject of the infinitive is Orestes,
even if we follow Warmington (1956: 271), who believes that the subject of the finite verbs is Apollo.

12 Cf. also D’Anna (1967: 268).

" For a more detailed discussion of the passage cf. Dangel (1995: 329).
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(13) (The crowds want Marcus Manlius Capitolinus to be released.)
lam né nocte quidem turba ex eo loco dilabébatur refractiirosque carcerem
mindabantur.
‘By that time the crowd did not even go away from this place at night and they were
threatening that they would break open the jail.’
(Liv. 6. 17. 6)

This is a piece of prose in a neutral style. I cannot detect any colloquialisms. The first verb,
dilabébatur ‘it went away’, is in the singular because it agrees with turba ‘the crowd’. The
next verb, minabantur ‘they threatened’, has the same group of people as subject, but is in the
plural (constrictio ad sénsum). The infinitive, again without copula, has plural agreement as
well and is without subject accusative.

The evidence I have presented is just a selection of examples I came across. The
distribution patterns do not speak for a colloquialism. Thus, Lebreton (1901: 378), who
mainly looked at Ciceronian data, was certainly right when he called this ‘une construction

. . . . . 14
vraiment latine et non pas une incorrection ou un hellénisme’.

2. A Discourse-based Approach

If register is irrelevant for the presence or absence of subject accusatives, we have to look at
other factors. Kiithner & Stegmann (1962: 1.701) claim that the tense and voice of the infinitive
do not matter either, but they do not present any data. However, several scholars who have
examined individual authors claim that omission of subject accusatives is more frequent in
some tenses than in others. Lindsay (1907: 73) states that omission is particularly frequent
with present infinitives, but he does not give any evidence. Some data can be found in Sjégren
(1906: 57), according to whom this phenomenon is not equally frequent with all types of
present infinitives, but especially those which have future reference. At least in literary Latin,
present infinitives with future force became very rare after the archaic period and therefore
they play no role in studies dealing with classical Latin. Adams (1972: 371), looking at
Tacitus’ works, notes that in the Histories the reflexive sé is left out quite frequently with
future infinitives, while in the Annals, which were written later, the pronoun is often absent
regardless of the tense.

Such tense-based asymmetries in the use of subject accusatives make it rather unlikely
that we are dealing with register differences. But why should tense have an influence on
whether or not there are subject accusatives? Is this not counter-intuitive? I shall argue below
that there 1s a simple, discourse-based explanation for these tense-based asymmetries. First,
however, a few general remarks seem in order. One of the Gricean maxims of conversation
states that neither more nor less information than necessary should be given. If we assume that

' That is, we are dealing with ‘a truly Latin construction, not a mistake or a Grecism’.
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this maxim applies to Acl constructions as well, we can set up a simple hierarchy: noun phrase
< pronoun < @, where x <y means that the entity referred to by y is more likely to be inferable
than that referred to by x. I assume that speakers will sometimes be uncertain whether a noun
phrase or a pronoun is more appropriate, or whether a pronoun or absence of a pronoun, but
that there is no real choice between a noun phrase and total absence of a subject accusative.
For this reason, I shall compare Acls with pronouns to those without accusatives, but I shall
leave Acls with noun phrases out of the discussion.

With these remarks I have already begun asking what I should count in a study of Acl
constructions and how I should categorize them, a topic I will go into in more detail now.

2.1. How Should the Acls Be Classified?

Counting and categorizing accusative and infinitive constructions may seem a dull but at least
straightforward task. Unfortunately, it is not even always as straightforward as it appears to
be. The first thing to note is that some nouns, like rés ‘thing’, do not have much semantic
content and are thus close to pronouns in that they are used for more inferable entities than the
average noun. Some pronouns, on the other hand, are emphatic and thus unlikely to be left
out, just like most nouns. For instance, if a pronoun like is ‘this’ is used contrastively, it can
hardly be left out; other pronouns like ipse ‘himself’ are presumably inherently emphatic.
What is more, relative pronouns can never be left out. This means that we have to modify the
above hierarchy somewhat. I have treated all noun phrases as impossible to leave out and thus
as irrelevant here. Similarly, I have treated all pronouns except for is, hic, iste, and ille in the
same way. Where these four pronouns head relative clauses or other constructions, I have also
treated them like nouns, that is, as impossible to leave out. Thus, I am merely contrasting
simple is, hic, iste, and ille with lack of subject accusatives.

But we have not yet reached the end of the problems. When should we say that a subject
accusative is absent? A few examples will demonstrate this difficulty:

(14) (The master is needed for a financial transaction with a stranger. A slave says he will
bring him along.)
Ego mé dixeram adductirum et mé domi praesto fore.
‘I told him that I would bring him along and that I would be at home waiting.’
(Plaut. Asin. 356)

(15) (An accusation levelled against Terence was that others wrote for him.)
Isti dicunt maleuoli, homineés nobilis
hunc adiutare assiduéque una scribere.
‘Those malicious people say that members of the nobility assist him and constantly
write together with him.’
(Ter. Ad. 15-16)



12 Wolfgang David Cirilo de Melo

(16) (Philto’s son wants to marry a girl, but she does not have a dowry. Two old men are
discussing how to remedy the situation.)
Post adeas tiite Philtonem et dotem dare
te ei dicas, facere id eius ob amicitiam patris.
‘Afterwards you should go to Philto and say to him that you are providing the dowry,
that you are doing this out of friendship with her father.’
(Plaut. Trin. 736-7)

Example (14) is easy: there are two infinitives with the same subject, and the subject
accusative, mé ‘I’, is used twice. I classify examples like this as having two Acl constructions,
each with a subject accusative. (15) is different. There are two infinitives, adiutare ‘assist’ and
scribere ‘write’, both with the same subject, but the subject accusative hominés nobilis
‘members of the nobility’ occurs only once. Should we say that the second infinitive is an Acl
without subject accusative? I have categorized both Acls as having subject accusatives
because they are co-ordinated with a connective, -que ‘and’. In (16) there is no such
connective and the subject accusative #& ‘you’ occurs only once. In cases like this I have
treated the first Acl as having a subject accusative and the second as being without one.

The infinitives themselves can be problematic too. In the tables below I distinguish
between perfect, present, and future infinitives. Among the present infinitives I draw a further
distinction: that between present infinitives with present force and present infinitives with
future reference. How should nouisse ‘know’ and odisse ‘hate’ be treated? Semantically they
are presents, yet morphologically they are perfects. Since I draw a semantic distinction
between two types of present infinitives, those with present and those with future meaning, 1
have given preference to semantics here as well. I counted nouisse and odisse as presents
rather than as perfects, but doing the opposite would not change the results greatly.

The voice of the infinitive also matters. Again, there are some problematic cases, for
instance perire ‘perish’ and sequi ‘follow’. The former is active in form, but usually
substitutes for the passive of perdere ‘destroy’, while the latter is passive in form, but has
active meaning. As will become apparent below, it is morphology rather than meaning that
exerts influence on the omission of subject accusatives in the future and the perfect, and for
this reason I classified perire as active and sequi as (medio-)passive, as against nouisse and
odisse, where a classification based on semantic criteria was preferred.

Finally, I should point out that I have not counted all Acls in Plautus and Terence. I have
only looked at a sample, namely those dependent on twenty superordinate verbs: adiiiro ‘1
swear’, aio ‘1 say’, arbitror ‘1 think’, audio ‘1 hear’, autumo ‘I claim’, cénsed ‘I think’,
confido ‘1 trust’, crédo ‘1 believe’, déenego ‘1 deny’, dico ‘1 say’, interminor ‘1 threaten’, iiiro ‘1
swear’ (with 7is itirandum do ‘1 give an oath’), minor ‘I threaten’, nego ‘I deny’, polliceor ‘1
promise’, promittdo ‘1 promise’, repromitto ‘1 promise in return’, scio ‘I know’ (without
scilicet ‘of course’, which can also govern Acls), spéro ‘I hope’, and uoueo ‘1 vow’. All the
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present and future infinitives selected by these verbs can be found in de Melo (2004: 1i.50-82),
where they are categorized with regard to tense, voice, and presence and absence of subject
accusatives. Space does not allow me to list all the perfect infinitives here, but in the appendix
at the end of this article I list the cases that might pose some problems and I state how I have
classified them.

2.2. Data and Interpretation

Now that I have discussed what I count and how I classify what I count, I can finally present
the data. Table 1 shows how many Acls belong to each tense, and how often subject
accusatives are absent:

Table 1: Acls with and without pronouns classified according to tense

With is, hic, | Without Total Percentage of Acls
iste, or ille accusatives without accusatives
Perfect 207 84 291 28.87
Present 405 109 514 21.21
Future 103 51 154 33.12
Present with future meaning |34 36 70 51.43

As we can see from this table, previous researchers were right: tense choice clearly matters for
the presence or absence of subject accusatives. But why should this be the case? Does it have
anything to do with the semantics of the tenses? If so, why is the accusative left out in around
20% of the tokens if there is a present infinitive, while perfect and future go together in that
the accusative is left out in around 30% of the tokens? What semantic features are shared by
perfect and future infinitives? And why is the accusative absent even more often, in half of the
tokens, if the infinitive belongs to the present tense, but has future reference?

The patterns seem clear enough, but difficult to explain. This is why I have brought in
another factor in table 2, namely voice; voice has never been considered in connection with
subject accusatives, but it does make a difference:
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Table 2: Acls with and without pronouns classified according to tense and voice

With is, hic, Without Total Percentage of
iste, or ille accusatives Acls without
accusatives
Perfect active 139 43 182 23.63
Perfect (medio-) |68 41 109 37.61
passive
Present active 366 100 466 21.46
Present (medio-) |39 9 48 18.75
passive
Future active 101 50 151 33.11
Future (medio-) 2 1 3 33.33
passive (insufficient
data)
Present with future | 32 35 67 52.24
meaning, active
Present with future |2 1 3 33.33
meaning, (medio-) (insufficient
passive data)

At first sight this table might seem to make things worse. The perfect active now patterns with
present active and (medio-)passive; in all three combinations of tense and voice, omission of
subject accusatives occurs in around 20% of the cases. The perfect (medio-)passive, however,
does not pattern with its active counterpart, but with the future active; omission of subject
accusatives occurs in around 35% of the cases here.

On closer inspection, though, the patterns turn out to make sense. I shall not discuss the
future (medio-)passive infinitive and the present (medio-)passive infinitive with future force
because in each case there are only three tokens. This leaves me with six combinations of
tense and voice. It seems quite intuitive that a subject accusative can be left out more easily if
the speaker assumes that the hearers will be able to identify the subject nevertheless; if there
are doubts about the identifiability of the subject, the accusative will have to be used. If the
infinitive is in the present active, present (medio-)passive, or perfect active, the subject
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accusative is left out in around 20% of the cases. In these 20% of the forms, the surrounding
context is sufficient for the hearer to identify the subject without difficulty.

If the infinitive is in the perfect (medio-)passive or the future active, omission is much
more frequent and can be seen in around 35% of all cases. Why should this be so? What
makes it easier to identify the subjects of these infinitives? It is the morphology of the
infinitives that helps in addition to the surrounding context:

(17) (Two men are discussing the marriage between one’s son and the other’s daughter.)
Désponsam quoque ésse dicito.
‘Also say that she is engaged.’
(Ter. Haut. 866)

(18) (Ampelisca was asked to get some water.)
Ego quod mihi imperauit
sacerdos, id faciam atque hinc de proxumo rogabo.
Nam extemplo, st uerbis suis peterem, datiros dixit.
‘I will do what the priestess ordered me to do, and I will ask for water from here from
the neighbourhood. For she said that if [ were to ask in her name, they would give it
immediately.’
(Plaut. Rud. 403-5)

In (17) we have a perfect passive infinitive and in (18), a future active infinitive. Each consists
of a participle, which is often combined with the copula as in (17), but which can also stand
on its own as in (18). Since participles are marked for gender and number, the likelihood that
an addressee will be able to identify the subject increases greatly. In (17), the arrangements for
the marriage are discussed, and the daughter is still on the addressee’s mind. However, the last
time she was referred to as filia ‘daughter’ was twenty lines before. Still, as the passive
participle desponsam ‘engaged’ is marked as feminine singular, it is clear who is referred to.
In (18), the neighbourhood is mentioned, but not the neighbours themselves. That they are the
subject of the infinitive can be inferred not only from the previous sentence, but also from the
fact that the future participle datiiros ‘going to give’ is marked as masculine plural.

Non-agreement in the future is quite rare; there are two types:

(19) (Casina fights against being married against her will.)
Per omnis deos et deas déierauit,
occisiirum eum hac nocte quicum cubaret.
‘She swore by all the gods and goddesses that she would kill the man who she would
sleep with this night.’
(Plaut. Cas. 670-1)
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(20) (Ballio does not have a high opinion of Pseudolus.)
Veéro in pistrind crédo, ut conuénit, fore.
‘But I believe he will be in the mill, as was agreed upon.’
(Plaut. Pseud. 1060)

In (19) the participle does not agree with the subject in gender — the participle looks like a
neuter singular form, while the subject is feminine singular. This non-agreeing type, which
was already remarked on by Gellius (1. 7. 6-8), is probably the oldest form of the future
infinitive, pace Leumann (1977: 316 or 618)."” Although the manuscript tradition may of
course have obliterated some of these old infinitives, the large majority of future infinitives
with the suffix -#ir- certainly agreed with their subject accusatives in Plautus and Terence.
(20) is different. The form fore was grammaticalized as a future infinitive, even though from a
morphological point of view it is a present infinitive; because of its morphology it cannot
agree with the subject accusative. However, fore is often combined with an adjective, and this
adjective will agree in gender and number with the subject of the infinitive, even if the subject
is not expressed. Thus, the two types of non-agreeing future infinitives cannot have a big
impact on the statistics.

This leaves me with the present active infinitive with future reference. Here the subject
accusatives are left out in circa 50% of all the tokens. This is quite an unexpected finding if
we consider that among the present active infinitives with present meaning the accusatives are
left out in only 20% of all the tokens. What is the reason for this? It cannot be the morphology
of the infinitives.

I argue elsewhere (de Melo forthcoming b) that the present infinitive with future
meaning is not in free variation with the future infinitive. Future infinitives can be used
without restrictions, but the present infinitive with future force is practically confined to telic
events,'® and, more importantly in this context, undergoes another restriction process: unlike
all other infinitives, present infinitives with future meaning are quite rare if the subjects of the
superordinate verbs are different from the subjects of the infinitives. Among the 80 present
infinitives with future force examined in de Melo (forthcoming b), 62, that is 77.5%, have the
same subject for both verbs.'” Since in most cases the subject of the infinitive is the same as
that of the superordinate verb, subject accusatives can be predicted with a high degree of
accuracy and are thus frequently left out. The contrast to other infinitives is striking: among

"5 Its derivation is still problematic. Neither Postgate’s theories (1894 and 1904) nor Bliimel’s (1979: 104-6) are
satisfactory.

'® Before the creation of future infinitives, the ‘present’ infinitives were actually non-past infinitives. The
distinction between present and future is easy to draw among atelic events, cf. [ think John is swimming vs. [
think John is going to swim. It is more difficult to draw among telic ones, cf. I think John is leaving vs. I think
John is going to leave, where is leaving can have present or future reference. Thus, the use of future infinitives
for future events became obligatory among atelic events earlier than among telic ones.

17 In this count I include all Acls, that is, also those with nominal subject accusatives.
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future infinitives, the two subjects are identical in 31.10% of the cases (65 out of 209 tokens);
among present infinitives with present meaning, in 21.24% of the cases (158 out of 744
tokens); and among perfect infinitives, in 27.25% of the cases (115 out of 422 tokens)."
Consequently, no such predictions can be made for these other infinitives.

3. Conclusions

In Latin Acls, subject accusatives can be left out under certain conditions. My aim in this
paper was to argue that this ellipsis is not colloquial, but should be regarded as conditioned by
discourse factors. It was under the influence of prescriptive grammar that the absence of
subject accusatives came to be regarded as colloquial. A closer look at the distribution of this
type of ellipsis, however, makes it more likely that it is stylistically neutral; within early Latin,
we find it not only in comedy, but also in tragedy, and outside early Latin the construction
occurs in Cicero, the historians, and many other authors.

If the presence or absence of subject accusatives is not determined by register, there
must be other factors at work. These factors seem to be discourse-related. The more likely a
listener is to understand what the subject of an infinitive is, the more easily this subject can be
left out. If the speaker has doubts whether the addressee will understand what the subject is,
he or she will probably leave the subject accusative in.

Subject accusatives are more likely to be left out in some combinations of tense and
voice than in others. While this may seem puzzling at first, it can be explained by the same
principles of discourse. In the present active and (medio-)passive and in the perfect active,
subject accusatives are absent in around 20% of the cases. In the perfect (medio-)passive and
the future active, this figure is around 35%. The explanation is that perfect (medio-)passive
and future active infinitives consist of bare participles or of the copula in combination with
participles, and the participles are marked for the gender and number of their subjects. This
makes it easier to recover the subjects even if the subject accusatives are absent. The present
active infinitive with future meaning has the greatest number of missing subject accusatives;
they are absent in around 50% of the tokens. Present infinitives with present reference behave
differently, so the discrepancy calls for an explanation. Such an explanation is indeed
possible. The present infinitive with future reference is gradually dying out in early Latin, and
its obsolescence is accompanied by some restriction processes: the most important one here is
that in more than three-quarters of the tokens, the subject of the finite verb and that of the
infinitive are identical. In most cases this makes it simple to identify the subjects of the
infinitives, and hence they are left out most frequently here.

'8 The data for future and present infinitives are taken from de Melo (2004: i.155 and 157), but I have added the
type noui to the presents and have also included two present infinitives which were not counted in de Melo
(2004).
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I have restricted myself to Plautus and Terence. It would be interesting, however, to see
if the absence of subject accusatives is equally frequent in later authors and if it follows the
same principles. If not, it would be worthwhile to trace the developments and to look for a
rationale behind the regularities that can be observed in later Latin.

Appendix: Problematic Acls and Excluded Material

The relevant present and future infinitives are collected in de Melo (2004: 11.50-82); only two
infinitives need to be added to the list there, largiri (Trin. 742) and sistere (Trin. 743)." I shall
therefore focus on the perfect infinitives here.

I exclude tokens from the argumenta, but include those from the alter exitus of the
Andria. 1 exclude nominative and infinitive constructions.

Sometimes it is difficult to distinguish between passive participles and adjectives; esse...
mortuom in Stich. 640 is a perfect infinitive, but esse... mortuam in Persa 356 contains a
present infinitive and an adjective. I also regard the following forms as adjectives or
adjectivally used participles rather than as participles that are part of past infinitives:
déuinctum (Andr. 561), mortuom (Truc. 165), natam (Cist. 604), paratas (Andr. 341), paratum
(Andr. 316, Eun. 969).

I take responsum in Pseud. 480 as a noun rather than a past participle. Similarly, uinctos
nescioquos in Asin. 285 is a direct object noun phrase rather than a short Acl.

I also exclude the following infinitives: abiisos (Bacch. 360, the governing verb sciuerit
belongs to sciscere rather than scire), esse (Poen. 465, dependent on portendi, though it could
arguably depend on aibat instead), excucurrisse (Bacch. 359, the governing verb sciuerit
belongs to sciscere rather than scire), fuisse (Vid. 82, merely a conjecture), lauisse (Rud. 537,
textually problematic), nosse (Ad. 648, dependent on ut opinor), uénisse (Most. 1123, the
governing verb dixit is a conjecture).

I count the following as Acls with the same subjects as the superordinate verbs and with
pronominal accusatives: émisse (Merc. 208, mé is a metrically required conjecture), fecisse
(Rud. 197a, with a subject accusative mé... aut parentés, which is not entirely pronominal, but
aut parentes appears like an afterthought), nuptam (Men. 602, aié has to be understood from
preceding ais), perditum... esse (Curc. 135-6, I take te with this infinitive rather than with
lubet), periisse (dico or dicam can be supplied from the preceding context), uidisse (Mil. 402,
I take me with this infinitive; Phorm. 199, aié has to be understood from preceding quid ais?).

' They were mentioned in de Melo (2004: ii.63, footnote 208), but left out of the final count.



If in Doubt, Leave it In 19

I count the following as Acls with the same subjects as the superordinate verbs, but
without subject accusatives: fecisse (Eun. 513, Kauer and Lindsay delete sé for metrical
reasons), uidisse (Mil. 403, I take mé with the preceding infinitive).

I count the following as Acls with different subjects as the superordinate verbs and with
pronominal accusatives: esse captam (Haut. 608, ditem et nobilem is predicative), factum
(Epid. 207, hoc is a conjecture required by the metre), surrupuisse (Men. 941, the
superordinate verb scio is a safe conjecture, compare the following lines).

I count the following as Acls with different subjects as the superordinate verbs, but
without subject accusatives: abiisse (Men. 556, 1 construe mé with sequantur rather than with
the infinitive), aedificatas (Merc. 902, this clause begins with pulchré, not before),
concubuisse (Hec. 393, Kauer and Lindsay delete eam for metrical reasons), isse (Hec. 76, 1
take meé with quaeret), prognatam (Phorm. 115, bonam is predicative), surruptasque esse
(Poen. 1101, filias... tuas and paruolas are predicative).
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The Use of Latin sis as a Focus-marking Clitic Particle
Eleanor Dickey

The Latin phrase sis, a contraction of si vis ‘if you wish’, is common in Roman comedy,
where it is traditionally translated with ‘please’. It is normally discussed in the contexts of
colloquial language, politeness formulae, and intensifiers (e.g. Hofmann 1951: 132-3, Adams
1984: 67-8). What has not been noticed, however, are the major differences between the way
Plautus and Terence use sis and the way they use other common polite modifiers of
directives.'

There are four terms commonly found with directives in Plautus and Terence: obsecro ‘1
beg’ (303 examples), quaeso ‘I ask’ (201 examples), sis (133 examples), and amabo ‘I shall
love’ (106 examples).” Obsecro, quaeso, and amabo are notably versatile in terms of the range
of constructions with which they are found: all three are attested in comedy with imperatives,
with subjunctives (with ut, ne, or no introductory word), with questions in the indicative, with
statements in the indicative, without any main verb at all, and sometimes with other
constructions. But sis has a much more restricted usage: in 98% of its occurrences in Plautus
and Terence it is found with imperatives, and the remaining examples® are all with prohibitive
or hortatory subjunctives.

Moreover, while obsecro, quaeso, and amabo can either precede or follow the request,
question, or statement to which they are attached, with something of a preference in the case
of the first two words for preceding, sis follows its imperative 88% of the time. And while the
other terms frequently occur at the very beginning of a sentence or clause,’ sis is never found
in initial position, or even at the beginning of a colon subordinate to a clause: it is completely
postpositive. In fact, unlike the other three terms, sis does not function as a self-standing word
at all; its role seems more to be that of a particle attached to imperatives.

"' T am very grateful to J. N. Adams for suggesting the idea on which this paper is based and for insightful
comments on the data. Throughout this paper the OLD standard abbreviations are used for Plautus, Terence,
and their works.

% These figures include all occurrences in Plautus and Terence, not only occurrences with directives; the latter
figures would be obsecro 178, quaeso 135, sis 133, amabo 63.

3 Pl. Pers. 572 ne sis ferro parseris, 793 ne sis me uno digito attigeris, As. 828 age decumbamus sis.

* Of course, all these words are often embedded in the midst of sentences, so I have counted an example of
obsecro etc. as preceding if it precedes the main verb of the request / question / statement (or, if there is no
verb, the most important words of the utterance). Calculated in this manner, obsecro precedes the utterance to
which it is attached 60% of the time (182 of 303 examples), quaeso precedes 64% of the time (128 of 201), and
amabo precedes 43% of the time (46 of 106).

> Obsecro is so located 71 times in Plautus and Terence (23% of examples), guaeso 60 times (30%), and amabo
20 times (19%).
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In addition to its obvious enclitics -que, -ne, and -ve, Latin has a number of words that,
while always written separately and quite possibly accented in speech, have certain
characteristics typical of enclitics, including a preference for location either in the
‘Wackernagel position’ of second word in the sentence or immediately after a word to which
they apply; enim ‘indeed’ is an example of the first type and quidem ‘indeed’ of the second
type. In an extensive study of the enclitic use of forms of esse ‘be’ and of the oblique cases of
personal pronouns, Adams (1994a, b) has shown that these forms, whatever their exact
accentual status may have been, functioned as focus-marking clitic particles. The behaviour of
sis indicates that it too may be such a marker.

The term ‘focus’ can mean many different things. Adams follows the use of the term in
Quirk et al. (1985) and von Stechow & Wunderlich (1991) and explains his meaning (1994a:
18-19) with Quirk’s example ‘I am painting the living room blue’, in which the word blue
would normally carry the focus in English. That focus could be shifted onto a different word
by a change of intonation: one could say ‘I am painting the living room blue’ (for example in
response to ‘Surely you’re not painting the living room blue?’) or ‘I am painting the living
room blue’ (for example in a contrastive context like ‘I am painting the /iving room blue, not
the dining room’). It is important to note that this use of ‘focus’ does not match its use,
perhaps more common in certain disciplines, for the new information that is given or the
comment that is made about an already stated topic (in other words, this focus is not part of a
topic / focus division of sentences). To use Adams’ example, one could say, ‘Here comes
John. I will give him the job’: in this situation him is not new information, but it does carry the
focus of the second sentence.

Using this definition of focus, Adams shows that Latin personal pronouns and forms of
esse do not consistently seek out the Wackernagel position in the sentence, but rather have a
tendency to follow the word with focus and in so doing mark that focus. (The result of this
tendency, however, is often a position as the second word in the sentence or colon, because
the focused word often comes first.) It is clear that sis also follows this pattern: in 72% of its
occurrences it comes immediately after its imperative,® and imperatives are by nature focused
(Adams 1994b: 128). Another 21% of the time it follows demonstrative pronouns7 or
negatives,8 both of which are standardly carriers of focus (Adams 1994a: 9-13, 25-8, 37-40;

%96 examples: Pl. Am. 360, 585, 787, 845, 982, As. 42, 93, 679, 732, 828 (actually not an imperative but a
subjunctive), Aul. 103, 584, 660, Bac. 402, 857, 995, 1118, Capt. 179, 584, 643, 883, Cas. 204, 205, 401, 749,
846, 965, Cist. 300, Curc. 253, 521, 687, Epid. 668, Mer. 324, 542, 922, 951, Mil. 182, 1111, 1245, Mos. 569,
849, 892, 966, 1109, Pers. 316, 389, 413, 422, 594, 600, 610, 670, 763, 816, Poen. 225, 292, 315, 329, 358,
578, 761, 1023, 1084, 1292, 1407, 1422, Ps. 48, 200, 469, 663, 665, 839, 1143, 1230, Rud. 828, 945, 1002,
1088, 1375, St. 37, 604, Trin. 513, 555, 650, 972, 1011, Truc. 262, 809; Ter. Eu. 311, 756, 798, 904, Hau. 212,
369, 374, Ph. 59.

724 examples: Pl. Am. 778, As. 677, Aul. 46, 634, 638, Bac. 137, Cas. 379, 794, Cist. 55, Epid. 345, 475, Mer.
169, Mil. 200, Pers. 321, 437, 691, Poen. 376, 713, Ps. 152, 954, Rud. 465, 1053, 1073, Ter. Ad. 766.

84 examples, all with the negative ne: Pl. Mer. 321, Pers. 572, 656, 792.
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1994b: 122-4, 126-7), so that sis comes immediately after a word that is obviously focused
93% of the time.

Adams points out (1994a: 11, 46-7) that a word with a tendency to displace a clitic so as
to appear before it is likely to be itself a focus-marking clitic. Sis clearly displays that
tendency: when both sis and a personal pronoun in an oblique case are attached to the same
focused word, sis comes first 83% of the time.” This figure indicates that the clitic nature of
sis is even more pronounced than that of the oblique personal pronouns, the classic examples
of Latin clitics. Such greater clitic stature is also indicated by the fact that personal pronouns,
even in oblique cases, occasionally begin a sentence or colon, whereas sis never does so.

Another indication of the clitic and focus-marking tendency of sis can be found by
examining the prohibitions to which it is attached. In prohibitions the focus is naturally on the
prohibitive word (e.g. ne ‘don’t’, noli ‘don’t’, cave ‘be careful not to’) rather than on the verb
indicating the action that is prohibited, even if the latter is the imperative. It is notable that sis
always follows the negative word in prohibitions; this tendency is perhaps unsurprising when
that word is cave or noli,' as these are themselves imperatives, but it is clearly significant that
on every occasion in the works of Plautus or Terence when a prohibition is formed with ne
and an imperative or subjunctive, sis attaches to the ne rather than to the verb."

Yet another indication of the focus-marking tendencies of sis can be found by examining
the 12% of occurrences in which it precedes the verb to which it relates. Such an order occurs
only in three types of circumstance: when sis follows ne, as in the passages just discussed;
when sis follows a demonstrative that is the object of the imperative but has been placed
before it in order to accentuate its focus;'? and when sis follows another focused word that
begins a colon."

Lastly, the tendency for sis to mark focus can be seen from the small number of passages
in which the word it follows is not one that normally carries focus. In most of these passages
the word followed by sis is, in context, unusually important and very likely to be focused.

% 10 examples with sis first (Pl. Aul. 584 cave sis tibi, Mer. 321 ne sis me obiurga, Pers. 422 cedo sis mihi, 793
ne sis me uno digito attigeris, Poen. 1292 tene sis me, Ps. 1143 cave sis tibi, 1230 sequere sis me, Rud. 1375
cedo sis mihi, St. 604 cave sis tu tibi, Trin. 1011 cave sis tibi) versus 2 with the pronoun first (P1. Ps. 240 mitte
me sis, Trin. 838 apage a me sis).

"9 10 examples: P1. Aul. 660 cave sis recipias, Bac. 402 cave sis te superare servom siris, Cas. 205 noli sis tu
illi advorsari, Cist. 300 cave sis cum Amore tu umquam bellum sumpseris, Mil. 1245 cave sis faxis, Pers. 389
cave sis tu istuc dixeris, 816 cave sis me attigas, Poen. 1023 cave sis feceris, Trin. 513 cave sis feceris, 555
cave sis dixeris.

"4 examples: Pl. Mer. 321 ne sis me obiurga, Pers. 572 ne sis ferro parseris, 656 ne sis plora, 793 ne sis me
uno digito attigeris.

128 examples, all with vide: Pl. Aul. 46 illuc sis vide, Bac. 137 illuc sis vide, Cist. 55 hoc sis vide, Mer. 169 hoc
sis vide, Mil. 200 illuc sis vide, Ps. 152 hoc sis vide, Ps. 954 illuc sis vide, Ter. Ad. 766 illud sis vide.

B4 examples: Pl. Am. 285 modo sis veni huc, Ps. 892 subolem sis vide, 1296 molliter sis tene me, Truc. 525
savium sis pete hinc.
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Thus in the requests molliter sis tene me, cave ne cadam ‘hold me softly, be careful that I
don’t fall’ (Pl. Ps. 1296), savium sis pete hinc ‘seek a kiss from here’ (Pl. Truc. 525), and
subolem sis vide ‘look at the youngster’ (P1l. Ps. 892), the focus must be on molliter ‘softly’,
savium ‘kiss’, and subolem ‘youngster’. Less obvious but equally certain is the focus on
culina ‘kitchen’ in exi e culina sis foras, mastigia ‘come outdoors out of the kitchen, you
whipping-post’ (Pl. Mos. 1), for culina forms an antithesis with rus ‘country’ in the next
speech;'* similarly ergo ‘therefore’ in cave ergo sis malo ‘therefore look out for danger’ (PI.
Pers. 835) is antithetical with eo ‘for this reason’ two lines earlier. In modo sis veni huc ‘just
come here’ (Pl. Am. 286) modo ‘just’ cannot be shown to be focused by features other than its
clause-initial position and the presence of sis, but there is no reason it could not carry focus. In
the remaining passages sis is essentially following an imperative but has been slightly
displaced from its position immediately after the command, either by another clitic'> or by a
word that forms a unit with the imperative.'®

Janson (1979: 90-119) has shown that there is a common pattern to the development of
Latin clitics, one that often involves semantic change accompanying the shift from full word
to clitic. Thus clitic forms like scilicet ‘of course’ and videlicet ‘evidently’ have developed
different meanings from the full, non-clitic forms scire licet and videre licet. There is a
tendency over the history of Latin for enclitic words to decline in frequency and eventually to
disappear, a tendency that Janson connects with the limited range of contexts in which they
occur and the predictability consequent on such limitations. Sis fits the patterns Janson has
identified completely: it has a different meaning from the full, non-clitic si vis,'” it occurs in a
very limited range of contexts, and it declines in frequency (124 occurrences in Plautus versus
only 9 in Terence) before disappearing altogether in the classical period.'®

'* On the use of focus markers with members of antithetical pairs see Adams (1994a: 15-18, 34-5; 1994b: 112-
22). Here the antithesis is sustained and pronounced, because it encapsulates for the audience, at the opening of
the play, the contrast between the addressee (a smooth, opportunistic town slave idling where the food is) and
the speaker (a rough and loyal farm slave): in the 5 lines of the first speech of this play there are two direct
references to the kitchen (i.e. with the word culina) and two indirect ones (with aedes ‘house’ and patinae
‘dishes’), and rus is used twice in the four lines of the next speech.

132 examples: Pl. Ps. 238 mitte me sis, Trin. 838 apage a me sis.
' Only at P1. Capt. 110 advorte animum sis.

7 Which is of course also common in comedy, e.g. hac abiit, si uis persequi uestigiis ‘he went this way, if you
want to follow his tracks’ (Pl. Men. 566).

' Though sis is occasionally attested in Cicero, it is never found in vulgar Latin texts of the imperial period
(e.g. Vindolanda tablets, ostraca, Pompeiian graffiti, letters of Claudius Terentianus) and so must have
disappeared from the normal spoken language by the first century AD.
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Lexical Borrowing in Present-Day English
A Preliminary Investigation Based on the Oxford English Dictionary

Philip Durkin

Patterns of lexical borrowing in Present-Day English have received little attention. This is no
doubt largely because of the difficulty of securing useful data. This paper will attempt a
survey based on the same source that has been used for most surveys of borrowing in earlier
periods, the Oxford English Dictionary.'

The first edition of the OED was published in fascicles between 1882 and 1928, with a
supplement in 1933. A four-volume supplement followed between 1972 and 1986, and the
first edition and its supplements were brought together in the integrated second edition of
1989. Since the early 1990s work has been in progress on a complete revision of the
dictionary, OED3, and the first fruits of this work have been appearing online since March
2000, now covering the alphabetical range from M to the middle of the letter P. The new
edition provides for the first time detailed coverage of words which have entered English in
the past several decades, and also makes it possible to compare this documentation with newly
revised documentation for words from earlier periods.

This paper has started out from a personal hunch. Having worked on the OED’s
etymologies of most of these words in one capacity or another, I have been struck by the
differences between borrowing in contemporary English and at other points in the late modern
period, and this paper is a first step towards a more systematic examination.

To investigate this question, I have extracted all loanwords currently found in the third
edition of the OED for three quarter centuries: 1775-1799, 1875-1899, and 1975-1999. As will
be seen, the proportion of loanwords to the total of new words in the late twentieth century is
far lower than in the two earlier sample periods. I feel that the best way to investigate what is
happening here is to subject the contemporary borrowings to a careful comparison with those
from the earlier periods, in order to find where there are points of difference and where there
are similarities. That is why this paper will be so data heavy: I believe that we need to have
quite a lot of the fine detail, in order to be able to form an accurate impression of what is
happening in each period.

Why start at 1975 and stop at 1999, if the focus is to be on the truly contemporary? The
OED normally tries to document only words which have achieved a certain chronological
span, and it also takes some time for draft entries for new words to reach publication, hence
my cut-off date 1999 is about as late as one would comfortably want to push things. It is

" A preliminary discussion of this data was presented at the first International Conference on the Linguistics of
Contemporary English (ICLCE) in Edinburgh in June 2005.
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possibly still a little too recent for the absolute totals of loans in each period to be very
meaningful, since experience shows that many words are not picked up by OED’s work until
they are rather older than this. In fact, in many cases we are able to find one or two isolated
early examples, but the fuller set of examples needed to justify inclusion will spread over a
rather greater span of years. In addition, one of our drafting criteria is that words will usually
show a certain span of currency, ideally of ten years or more, before being added to the
dictionary (although there are exceptions). To compensate for this, this study will look mostly
at the percentages of the total of new words in each period, rather than at the absolute totals.

Another question which might be raised about an OED-based study is whether there is
any reason for recent borrowings to be less likely to be drafted for the OED than recent native
formations. The OED’s drafting policy does show a very slight bias towards words which
complement a set of existing words, hence to a certain extent disadvantaging loanwords. On
the other hand, its reading is very wide-ranging, and loanwords are notably salient for the
human reader. Again, it might perhaps be assumed that loanwords take longer to become
established in the language, thus skewing the figures; but many loanwords are in fact vogue
words for a time, and the early attestations often come thick and fast, thus making drafting of
an OED entry more likely. (However, on the distinct question of how some loanwords show a
slow process of increasing familiarity in the language see table 13 and discussion below.)

Most importantly, I have chosen to compare the late twentieth-century sample from the
OED only with equivalent samples from the late eighteenth and late nineteenth centuries
which have also been drawn from the third edition of the OED. This means that I am restricted
to the section of the alphabet from M to early P which has so far been published in the third
edition of the dictionary.” The survey is thus restricted to words beginning with the letters M,
N, O, and P, but it is at least the case that these letters well represent the main historical
sources of English words (unlike for instance Q, W, or X, where a much more skewed picture
would be given). In my view any drawbacks are more than compensated for by the fact that
each set of words has been edited or revised by the same generation of OED editors within the
past five years. Therefore, whether the entries are revisions of existing OED entries or newly
added ones, the same editorial policies and conventions will have been observed, and we can
be confident that we are comparing like with like. Tables 1.1 and 1.2 give the headline
statistics for the sample:

Table 1.1: Total number of new words per period.

1775-1799: 953 | 1875-1899: 3914 | 1975-1999: 920 |

Table 1.2: Total number of loanwords per period.

1775-1799: 305 | 1875-1899: 816 | 1975-1999: 84 |

* The statistics in this paper are based on all material in OED3 from M to PAPUA NEW GUINEAN. For an
overview of work on OED3 see Simpson (2002), Simpson, Weiner & Durkin (2004); specifically on the
etymological component see Durkin (1999), Durkin (2004).



28 Philip Durkin

The drop in the proportion of the new words in each period that are loanwords is thus in fact
quite dramatic: 32% in the late 18th cent., 21% in the late 19th cent., but only 9% in the late
20th cent.

Calques are excluded from the main totals, thus restricting the study as narrowly as
possible to cases of clear borrowing of a foreign-language form. However, it can often be
difficult to distinguish a case of outright borrowing from the fashioning of an English word
from naturalized (typically neoclassical) word-forming elements on the basis of a foreign-
language model. This is especially the case in the nineteenth century in scientific registers (see
further Durkin 2004). Therefore, to guard against omitting potentially relevant material, I give
in 2.1 and 2.2 some information on calques in each period. As can be seen, the nineteenth
century predominates even more in this total, and within the nineteenth century by far the
largest total of calques are after German models, reflecting a tendency which we will anyway
find very well exemplified among the pure borrowings. Calques will be omitted from the rest
of this discussion, so that they cannot be felt to be skewing the figures by anyone who would
prefer not to see them as true loans. As they are very few in number in the twentieth century,
very little will be lost from the real target group of words.

Table 2.1: Total number of calques per period.

1775-1799: 46 (5%) | 1875-1899: 269 (7%) | 1975-1999: 8 (1%) \

Table 2.2: Main model for calques in each period.

1775-1799: French (24) 1875-1899: German (135) ‘ 1975-1999: French (4) ‘

Hybrid words, where an English word is formed from a foreign-language stem plus an English
affix (e.g. mortician, where suffixation occurs within English on a stem borrowed from Latin),
are included in the main survey. Most of these do in fact show Latin stems, and will be
considered in more detail presently in the context of words from the subject area of the life
sciences.

Table 3 shows the ten most numerous donor languages for each period, while table 4
gives the totals of loans from each language in each period.
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Table 3: The ten most frequent sources of loanwords in each period.

1775-1799 1875-1899 1975-1999
French (33%) Latin (40.5%) Latin (20%)
Latin (30%) German (18%) French (16.5%)
German (5%) French (15.5%) Japanese (8.5%)
Sanskrit (5%) Italian (4%) Spanish (8.5%)
Italian (3%) Japanese (3%) German (7%)
Malay (2.5%) Spanish (3%) Russian (3.5%)
Urdu (2.5%) Greek (2%) Hindi (3.5%)
Hindi (2%) Yiddish (1.5%) Italian (3.5%)
SAfr. Dutch (1.5%) Hawaiian (1%) Zulu (3.5%)
Spanish (1.5%) Swedish (1%) Greek (2.5%)

Table 4: Breakdown of all donor languages yielding 0.5% or more of loans per period.

4.1: Of the total 305 loanwords 1775-1799:

100 are from French (2 Canadian French) 33%; 91 Latin (36 classical Latin, 38 post-classical Latin,
17 scientific Latin) 30%; 15 German 5%; 15 Sanskrit 5%; 9 Italian 3%; 8 Malay 2.5%; 8 Urdu 2.5%;
6 Hindi 2%; 5 South African Dutch® 1.5%; 5 Spanish (1 Mexican and Central American Spanish, 1
Mexican Spanish) 1.5%; 3 each from Hawaiian, Hellenistic Greek, Nahuatl, Ojibwa, each 1%; 2 each
from Chinese, Dharuk, Dutch, Khoekhoe, Narragansett, Portuguese, Russian, Tamil, each 0.5%

4.2: Of the total 816 loanwords 1875-1899:

332 are from Latin (113 classical Latin, 184 scientific Latin, 35 post-classical Latin) 40.5%; 148
German 18%; 128 French 15.5%; 32 Italian 4%; 26 Japanese 3%; 24 Spanish (including 2 Mexican
Spanish, 1 Chilean Spanish, 1 Peruvian Spanish, 1 Philippine Spanish, 2 South American Spanish)
3%; 15 Greek (9 Hellenistic Greek, 3 Byzantine Greek, 3 modern Greek) 2%; 12 Yiddish 1.5%; 10
Hawaiian 1%; 8 Swedish 1%; 7 Hebrew (including 1 modern Hebrew) 1%; 6 Russian 0.5%; 5 Malay
0.5%; 5 Sanskrit 0.5%; 3 Chinese 0.5%; 3 Maori 0.5%

4.3 Of the total 84 loanwords 1975-1999:

17 are from Latin (4 classical Latin, 13 scientific Latin) 20%; 14 French 16.5%; 7 Japanese 8.5%; 7
Spanish (including 3 Mexican Spanish, 1 South American Spanish, 1 Cuban Spanish) 8.5%; 6
German 7%; 4 Russian 5%; 3 Hindi 3.5%; 3 Italian 3.5%; 3 Zulu 3.5%; 2 each from Greek (1
Hellenistic Greek, 1 modern Greek), Hebrew (including 1 modern Hebrew), Isicamtho, Portuguese
(including 1 Brazilian Portuguese), Sanskrit, each 2.5%; 1 each from Catalan, Danish, Hawaiian,
Khowar, Nigerian Pidgin, Nootka, Raga, Samoan, Wolof, Yoruba, each 1%

Perhaps the most immediately striking feature of these lists is the position of Latin at the head
of the lists in table 3 in both the nineteenth- and the twentieth-century samples. This is all the
more striking when OED3’s policy for loanword etymologies is taken into consideration. In
the first edition of the OED and in its supplements, many items were identified as being from
‘modern Latin’ where in fact all that was meant was that the elements from which they were
formed were ultimately of classical origin and showed little or no morphological adaptation.

3 South African Dutch is listed separately from European Dutch because of its special status as the precursor of
Afrikaans.
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As others have noted (e.g. Algeo 1998: 80-81), this can lead to misleading loanword totals
when OED is used as the basis for data. In the third edition of the OED we take a different
(and radically simpler) approach. We regard a word as being formed within the language in
which it first appears, failing positive evidence to the contrary. Hence words formed from
neoclassical word-forming elements within English are regarded as English, and likewise for
French, German, etc. In our terminology, ‘post-classical Latin’ denotes word forms found in a
Latin context, in any period from the end of antiquity to the present day.

Thus, among the nineteenth-century loans from German, there are words in the life
sciences such as machopolyp, medusome, merispore, meroistic, mesectoderm, mesenchyme,
mesistem, mesomeristem, mestome, metabiosis, all of which are transparently formed from
ultimately Latin or Greek word-forming elements. These are treated by OED3, and hence in
this study, as German words on the grounds that these complex words are first attested in
German, and in many cases they can be shown to have been coined by particular German
scientists. This seems to me to be by far the most truthful way of dealing with items such as
this: the complex word after all did not exist before its coinage in German. Some might
however disagree, and if so they would arrive at very different totals, since they would be
taking a radically different view of etymology and ultimately of what constitutes a lexeme
within a particular language.

There is one, albeit fairly large, special case, namely ‘scientific Latin’, which denotes
Latin in taxonomic and medical use, where Latin agreement is found at the level of the noun
phrase, but embedded within sentences which may belong to any other language. Crucially,
scientific Latin terms show no change of form, regardless of which language they may be
embedded within. Such terminology will sometimes itself be borrowed into English: a
scientific Latin genus name may also gain currency in broader contexts as an English noun,
for instance magnolia or macadamia. More typically, such terminology may give rise to
derived forms in English or other vernaculars, i.e. hybrid formations such as magnoliid. By far
the most important area for the use of scientific Latin is taxonomy, that is to say the
identification of the names of species, genera, orders, classes, etc. in the life sciences;
organisms are named using binomials, which show agreement between a Latin noun and a
Latin adjective, e.g. Magnolia glauca or Macadamia integrifolia, even though this name may
be coined in one modern vernacular language and used in any number of others.” In the late
twentieth-century sample, all 13 of the words from scientific Latin are specifically from
taxonomic Latin, and these are listed at 5.3, together with the comparative totals from the
eighteenth and nineteenth centuries at 5.1 and 5.2. Among these words, in both the nineteenth-
and twentieth-century samples the majority of the scientific Latin etymons were themselves
coined in an English-language context. We therefore have an unusual sort of loan, not from
the normal contextual use of a foreign language, but from the closed system of the Latin of
taxonomists. The numbers of these formations show an interesting and rather dramatic curve:

* On the essentials of taxonomic Latin see e.g. Stearn (1973).
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in the late eighteenth century, the age of Linnaeus when taxonomy was in its infancy, there is
the modest total of 13 English formations formed on taxonomic scientific Latin bases. In the
nineteenth century the total rises steeply to 178, but in the late twentieth century it drops again
to just 13. This by no means reflects a decline of activity in taxonomy. As we are all aware,
new genera and species continue to be discovered and named in large numbers. What it rather
reflects is a nineteenth-century peak in the taxonomic naming of those relatively important
organisms whose names will give rise to derived adjectives and other formations which will
occur with relative frequency in English scientific discourse.

Table 5: Loans from taxonomic scientific Latin, and derivative formations on scientific Latin bases.

5.1:1775-1799: total: 13

Comprising borrowings: Mactra n., madoqua n., manul n., Mauritia n., Megalonyx n., Melaleuca n.,
melongena n., mitchella n., Mya n., oriole n.; derivative formations on scientific Latin bases:
monastychous a., olivaceous a., operculate a.

5.2: 1875-1899: total: 178
Including borrowings, e.g. Mastigophora n., Mecoptera n., Medullosa n., etc., and derivative
formations on scientific Latin bases, e.g. madreporacean n., malacozoic a., mallophagan n., etc.

5.3:1975-1999: total: 13

Comprising borrowings: maiasaur n., Maiasaura n., mamenchisaur n., Muttaburrasaurus n.,
ornithomimosaur n., oviraptorosaur n., Pakicetus n.; derivative formations on scientific Latin bases:
magnoliid n., nimravid n., okadaic a., ornithurine n., ovicaprine n.; compound with English second
element: media wasp n.

If we now turn to another area of the natural world, Mineralogy and Petrography, we find in
table 6 a similar pattern, with a nineteenth-century peak of loanwords at 6.2. In the eighteenth
century (6.1) there are two loanwords, one from French and one from German. In the
nineteenth century there are 41, comprising 25 from German, eight from Swedish, four from
French, three from Italian, and one from Spanish. In the twentieth century there is a single
example, from German, moganite. The prominence of German in this field in the nineteenth
century is highlighted by the fact that at least one of the German coinages, manganophyllite,
was in fact coined by a Swedish scientist, who also coined, in Swedish, one of the other words
in the sample. However, it should be noted that there are also 35 coinages within English in
this field in the nineteenth-century sample, whereas in the twentieth-century sample there are
only two, and what we may therefore be seeing is simply a decline in the naming of more
common minerals and rocks (i.e. ones which are likely to be mentioned frequently in more
general literature, and hence merit inclusion in the dictionary).

Table 6: Loanwords in Mineralogy and Petrography.

6.1: 1775-1799: total: 2 (0.5% of the total loanwords)
French: molybdic a.
German: muriacite n.
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Coinages within English in the same period: 11

6.2: 1875-1899: total: 41 (5% of the total loanwords)

German: macromerite n., magnochromite n., manganapatite n., manganchlorite n., manganophyllite
n., manganosiderite n., manganotantalite n., manganowolframite n., manganopectolite n., maranite n.,
matinite n., maskelynite n., maxite n., melanophlogite n., miarolitic a., micromerite n., mixite n.,
monchiquite n., mossite n., muckite n.!, neotesite n., newberyite n., nigrescite n., opacite n.,
pandermite n.

French: mallardite n., molybdomenite n., morinite n., offretite n.

Spanish: malinowskite n.

Swedish: manganbrucite n., manganhedenbergite n., manganomagnetite n., manganosite n.,
manganostibite n., mangantantalite n., melanotekite n., nordenskidldine n.

Italian: matildite n., microsommite n., pantellerite n.

Coinages within English in the same period: 35

6.3: 1975-1999: total: 1 (1% of the total loanwords)
German: moganite n.

Coinages within English in the same period: 2

In table 7, Chemistry (and with it Biochemistry) shows a similar pattern in the nineteenth
century, with 36 loanwords, 30 from German, and six from French, thus narrowly
outnumbering the native formations. However, the picture in the eighteenth century is quite
different from that seen for Mineralogy. In this case the total of loanwords is not much smaller
than in the nineteenth century, 22 in all, in fact making up 57.5% of all new chemical words in
this period. One of these loans is from Latin, and the other 21 are all from French, including
several major words (see discussion of table 13 below for more on this category). Of these 21
eighteenth-century loans from French, all but two in fact reflect the work of just two major
scientists, Morveau and Lavoisier. In the twentieth century the total drops to two loanwords,
one borrowed from French, maturase, and one, magainin, from a Hebrew stem which has a
non-technical meaning plus an English suffix, coined in English by an American research
scientist, and hence arguably not properly to be regarded as a loanword at all. If we look
across all three periods, it can be seen very clearly that there is a very steep decline in the
number of loanwords in the twentieth century, while the number of new formations within
English stays much more stable: 29 English formations, to set against at best two loanwords.

Table 7: Loanwords in Chemistry and Biochemistry.

7.1: 1775-1799: total: 23 (7.5% of the total loanwords)

French: malate n. (coined by Morveau), malic a. (coined by Morveau), manganic a. (coined by
Lavoisier), molybdate n. (coined by Morveau), muriate n. (coined by Morveau), nitrate n. (coined by
Morveau), nitric a. (coined by Morveau), nitrification n., nitrite n. (coined by Morveau), nitrogen n.
(coined by Lavoisier), nitromuriatic a. (coined by Morveau), oefiant a., oxalate n. (coined by
Morveau), oxalic a. (coined by Morveau), oxidable a. (coined by Lavoisier), oxidate v. (coined by
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Lavoisier), oxidation n. (coined by Lavoisier), oxide n. (coined by Morveau), oxide v. (coined by
Morveau), oxygen n. (coined by Lavoisier), oxygenation n. (coined by Lavoisier)
Latin: magnesium n., molybdenum n.

Coinages within English in the same period: 17

7.2: 1875-1899: total: 36 (4.5% of the total loanwords)

German: maclurin n., maltol n., mannose n., melanogen n., melibiase n., melibiose n., mercapturic a.,
mescaline n., mesitol n., micellar a., monose n., morpholine n., myelomargarin n., myoctonine n.,
mytiloxin n., naringin n., nitosamine n., nonose n., nucleon n., octose n., organosol n., ornithuric a.,
osazone n., oscine n.%, osone n., oxazine n., oxazole n., oxime n., oximide n., papayotin n.

French: maltase n., morrhuic a., morrhuine n., oxidase n., palemelline n., papain n.

Coinages within English in the same period: 31

7.3: 1975-1999: total: 2 (2.5% of the total loanwords) — or arguably 1
French: maturase n.
Hebrew root plus English suffix: magainin n. (coined in English by an American research scientist)

Coinages within English in the same period: 29

The other scientific fields all show a broadly similar profile, and will not be discussed in detail
here. In each of them there is a peak in borrowing in the nineteenth century and then a steep
decline in the twentieth century. In the eighteenth century French and Latin predominate as
sources of loans, to be overshadowed in the nineteenth century by German. By contrast, in the
late twentieth century no foreign-language source makes a significant contribution to the
language of science in English, on the showing of this sample, with the possible exception of
formations on taxonomic scientific Latin bases.

In addition, there is a group of words which I would identify as belonging to the area of
general technology, mostly showing fairly straightforward borrowing of a technology together
with its name. These are given in table 8. (It should be stressed that this is a much more
impressionistic category, not following the labelling of the dictionary.) Interestingly, although
the totals are low, French here predominates in every period, with two borrowings, Minimi
and Minitel in the late twentieth century, alongside O-Bahn from German (denoting
essentially a bus on tracks; interestingly, OED’s examples show this not to be restricted only
to discussions of transport systems in German-speaking countries: there are references to O-
Bahns in Australia, for instance).

Table 8: Loanwords connected with technology.

8.1: 1775-1779: total: 2 (0.5% of the total loanwords)
French: Montgolfier n., odometer n.

8.2: 1875-1879: total: 9 (1% of the total loanwords)
French: megalograph n., melinite n., moellon n., monorail n., odograph n., panclastite n.
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German: melanoscope n., metol n., odorimeter n.

8.3: 1975-1999: total: 3 (3.5% of the total loanwords)
French: Minimi n., Minitel n.
German: O-Bahn n.

Music provides a useful example of a non-scientific specialist area of vocabulary. In the
eighteenth and nineteenth centuries it is clear that the continental European languages are,
rather predictably, donors of large numbers of words connected with classical music, whether
musical directions such as mancando or maestoso, styles of playing such as martellato, or
names of instruments, such as ocarina or organetto. There are also several Latin early music
terms, and in the eighteenth century there is one word from a slightly different area, modinha,
denoting a type of song popular in Portugal and Brazil. In the twentieth century we have one
instrument, melodikon from Danish, and three words from world music. Therefore, not only is
there a decline in the number of loans overall, but the centre of gravity has also shifted
somewhat.

Table 9: Loanwords in Music.

9.1: 1775-1799: total: 8 (2.5% of the total loanwords)

Italian: mancando adv., melodrama n., mezza voce adv., molto adv.
Portuguese: modinha n.

Latin (early music): musica ficta n., neuma n., pandoura n.

9.2: 1875-1899: total: 22 (2.5% of the total loanwords)

Italian: martellato a., messa di voce n., misterioso adv., mosso a., muta v., nobilmente adv., oboe da
caccia n., ocarina n., organetto n., ossia conj., ostinato a.

French: manche n., martelé a., melotrope n., montre n.

German: missig a., melisma n., murky n., Nachschlag n.

Latin (early music): pandurina n.

Tamil (in southern Indian music): mridangam n.

Sanskrit (in Indian music): murchana n.

9.3: 1975-1999: total: 4 (5% of the total loanwords)
Zulu: maskanda n., mgqashiyo n.

Wolof: mbalax n.

Danish: melodikon n.

In each period there are significant numbers of words which have a restricted regional
distribution, or which are flagged as being in use only in discussing the culture of a particular
country or region. Here an obvious question presents itself: which English, and whose
English, are we seeing loans into?

Table 10 gives all loans which are restricted to a particular variety of English (marked
e.g. ‘South African’, ‘South Asian’ in the table), or which are identified in their definitions as
being used only with reference to the culture of a particular area where English is or has been
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spoken, either as first language or as language of administration (these are marked e.g. ‘In
South Asia’, ‘In India’ in the table). American Spanish is included in these totals, because of
the particular circumstances of North American language contact between English and
Spanish speakers (a number of the words sadly have to do with issues concerning illegal
immigration, cross-border labour, or in one instance drug trafficking). Loans which occurred
in the former British colonies are also included.

Table 10: Words with a restricted regional distribution, or which are used with reference only to the
culture of a particular area where English is spoken, as first language or as language of administration.

10.1: 1775-1799: total: 34 (11% of the total loanwords)

South African: mebos n., meester n., muid n., muishond n., naartjie n., nenta n.
South Asian: maistry n.

South Asian and South-East Asian: mantri n.

‘In South Asia’: munsif n., nazrana n., paandaan n., panchayat n.

Indian English: matranee n.

‘In India’: mirasdar n.

Anglo-Indian: mofussil n.

In Malaysia and Indonesia: panglima n.

‘In Guyana and islands of the Caribbean’: matapee n.

U.S.: mathemeg n., mossbunker n.

Canadian: machicote n., marche-donc n., molton n.?, mouffle n., Muskego n.
Chiefly Canadian: malachigan n., neechee n.

Canadian and U.S.: regional: outard n.

North American: mocock n., mummichog n.

Chiefly North American: nainsook n.

Australian: mogo n., nulla-nulla n.

New Zealand: moki n.

Caribbean (chiefly Jamaican) and (in later use) British Afro-Caribbean usage: nyam v.

10.2: 1875-1899: total: 31 (4% of the total loanwords)

Irish English: macushla n., Oireachtas n.

South African: makulu n., meneer n., mijnpacht n., Mlimo n., mompara n.
East African: Mzee n.

‘Among Spanish speakers’, ‘In Spain and Spanish-speaking countries’, etc.: mamacita n., matraca n.,
merienda n., oficina n.

Orig. and chiefly North American: mortician n.

U.S.: paho n.

Canadian: meetsuk n.

Caribbean: morne n.?

Australian: marlock n.?, mickery n., munyeroo n., murri n.

Chiefly Australian: mongan n.

Chiefly Australian and New Zealand: pakapoo n.

New Zealand: micky n.

Hawaiian: mauku adv.

‘In Hawaii’: menehune n.

‘In Malaysia and Indonesia’: mandor n., Mentri n.

‘In Indonesia’: Ngoko n.
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South Asian: morcha n., pallu n.
In Borneo and (formerly) the Philippines: palang n.

10.3: 1975-1999: total: 21 (25% of the total loanwords)

South African: mama n.?, mapantsula n., maskanda n., mgqashiyo n., pantsula n.
‘In Nigeria’: molue n. (< Yoruba)

South Asian (< Hindi): naka n., nasbandi n.

Orig. South Asian (< Hindi): papri n.

Indian English: neta (< Sanskrit)

‘In Mexico’ (< Spanish): maquila n., maquiladora n.

U.S. < Spanish: mojado n.

U.S. regional (Hawaii): pakalolo n. (< Hawaiian)

North American: omi n.?, opi n. (< German)

Canadian: nordicity n. (< French), Nuu-chah-nulth a. (< Nootka)
‘In South America’ (< Spanish): narcotraficante n.

Chiefly British: nul points n.

‘In Samoa and New Zealand’: palagi (< Samoan)

In this section the fragmentation of world Englishes is apparent from as early as the beginning
of the late modern period, and the totals in each period are roughly comparable, but as a
percentage of the total numbers of loanwords in each period they are radically different, with a
far larger percentage of the twentieth-century loanwords being of restricted distribution. The
precise breakdown of this section in each period almost certainly owes something to available
lexicographical resources: for instance, South African English is very well served by the
recent and comprehensive Dictionary of South African English (Silva 1996), while some of
the other dictionaries of regional varieties of English either date from early in our twentieth-
century survey period or have yet to be written at all. It should also be borne in mind that
because of the structure of its entries the OED is generally less precise in documenting
diatopic variation than it is in documenting diachronic variation. But overall, a good general
impression should be given of the significance of borrowing into only one variety of world
English, which may be followed by subsequent internal borrowing into other varieties, but in
very many cases is not.

In each period, there is also a fair proportion of ethnonyms and related adjectives and
language names. There are also names of plants and animals, foodstuffs, aspects of material
culture, etc. which are encountered in parts of the world where English is little spoken, and
which remain very marginal in relation to the core vocabulary of English.

A good example is provided by loans from Japanese, which figure very largely in the
contemporary sample.’ In the late eighteenth-century sample there are no loans at all from
Japanese, while there are 26 in the nineteenth century and seven in the twentieth. When we
look at the percentage this makes up of the total number of loanwords in each period, we see

> Coverage of Japanese loanwords in OED3 is greatly helped by the welcome publication of Cannon & Warren
(1996).
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that this in fact comprises 8% of the total of late twentieth-century loanwords, which is
perhaps not entirely surprising, given that Japanese culture has attracted considerable Western
interest in the late twentieth century (as also in the late nineteenth century).

Table 11: Loans from a fashionable foreign culture: Japanese.
11.1: 1775-1799: none

11.2: 1875-1899: 26 (3% of the total loanwords)

maegashira n., magatama n., maiko n., makimono n., makunouchi n., marumage n., matsu n., metake
n., miaia n., mirin n., mokum n., mokume n., mon n.?, monogatari n., mura n., Nabeshimayaki n.,
Nageire n., nakodo n., nanten n., Nashiji n., netsuke n., nori n., ojime n., okimono n., omi n.', orihon
n.

11.3: 1975-1999: 7 (8% of the total loanwords)
Midori n., mizuna n., mokume gane n., napa n., nikkeijin n., omakase n., otaku n.

The meanings of the 20th-cent. borrowings are (in outline) as follows:

Midori n.: the proprietary name of a type of melon liqueur

mizuna n.: a type of brassica

mokume gane n.: a type of decorative alloy

napa n.: another type of brassica

nikkeijin n.: a person of Japanese descent who has settled or been brought up abroad
omakase n.: a menu choice in which the chef decides what food the customer receives
otaku n.: a person extremely knowledgeable about the minutiae of a particular hobby

All these would I think be accepted even by Japanophiles as belonging to one or more
restricted specialist vocabularies used in discussing various aspects of Japanese life and
culture. Their status in English 1s very marginal (unlike very rare counterexamples from
outside this sample such as karaoke or sushi).

Prestige loans have as yet figured little if at all in this study, so I would like to come
briefly to French, historically the prestige donor par excellence. Table 12 gives all French
loanwords which seem to have occurred for reasons of social prestige, or which belong to the
distinct but related use of French in reference to various types of social, especially amorous,
situations and relationships. (This is necessarily a somewhat more impressionistic category
than most of the others in this study.) Here the totals in all periods are small, and the
percentages probably not very meaningful given the small number of tokens overall. It would
be interesting to see how this category fares when a fuller sample becomes possible as more of
OED 1is revised. One recent British English loan from French which is perhaps slightly
indicative of a trend is nul points, making fun of the fact that one of the few times when most
people are regularly exposed to French is in the scores of the annual Eurovision Song Contest.
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Table 12: French prestige loans, and French loans connected with social life.

12.1: 1775-1799: total: 8 (2.5% of the total loanwords)
mal du mer n., mal du pays n., mauvais sujet n., mauvais ton n., mésalliance n., métier n., misere n.,
nuance n.

12.2: 1875-1899: total: 9 (1% of the total loanwords)
mal ¢élevé a., maquillage n., mari complaisant n., méfiance n., mondaine n., mondaine a., mon vieux
n., mouton enragé n., nouveau pauvre n. (but this last example is probably formed within English)

12.3: 1975-1999: total: 2 (2.5% of the total loanwords)
ménage a quatre n., nouvelle cuisine n.
(contrast the jokey nul points n.)

Most of the words in this survey are rather uncommon, and probably the majority will be
unfamiliar to most speakers of English. To redress the balance somewhat, I have extracted in
table 13 the words from each period which are most familiar. In assessing this I have used the
objective criterion of occurrence in the Oxford Advanced Learner’s Dictionary (ALD), but 1
have also allowed in a few more words which are very familiar to the author and to one or two
informants. Although this latter approach is somewhat unscientific, it will be seen that the
totals of words found in the ALD are not very much lower, and show a similar pattern of
distribution across each period. (These items are marked ‘in ALD’ in the table. Corpus
frequencies have not been used as a criterion, because most words in the survey are too rare to
figure even in very large corpora. A web search engine would provide crude numbers of hits,
but with skewing in favour of certain text types and subject areas.)

Table 13: The loanwords from each sample period which are most familiar in modern English
(assessed on the basis of occurrence in the Advanced Learner’s Dictionary, supplemented with further
words familiar to the author and a small sample of informants).

13.1: 1775-1799: total: 31 (10% of the total loanwords) (28 of them found in the Advanced Learner’s
Dictionary)

magnesium n. (Latin; in ALD), magnum opus n. (Latin; in ALD), Maharishi (Sanskrit; in ALD),
maisonette n. (French; in ALD), mangel-wurzel n. (German), mantra n. (Sanskrit; in ALD), marina n.!
(Italian; in ALD), masala n. (Urdu; in ALD), melodrama n. (Italian; in ALD), métier n. (French; in
ALD), milligram n. (French; in ALD), millimetre n. (French; in ALD), mollusc n. (French; in ALD),
mulligatawny n. (Tamil; in ALD), municipality n. (French; in ALD), mutate v. (Latin; in ALD),
neurosis n. (Latin; in ALD), nitrate n. (French; in ALD), nitrogen n. (French; in ALD), noodle n.
(German; in ALD), nuance n. (French; in ALD), numismatic a. (French; in 4LD), nymphomania n.
(Latin; in ALD), obiter dictum n. (Latin), om n. (Sanskrit), otiose a. (Latin; in ALD), ottoman n.
(French; in ALD), oxidation n. (French; in ALD), oxide n. (French; in ALD), oxygen n. (French; in
ALD), pagination n. (Latin; in ALD).

Possibly also: oubliette n. (French).
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13.2: 1875-1899: total: 28 (3.5% of the total loanwords) (22 of them found in the Advanced Learner’s
Dictionary)

maquette n. (French), marijuana n. (Spanish; in ALD), mascot n. (French; in 4LD), masochism n.
(German; in ALD), masochist n. (German; in ALD), masochistic a. (German; in ALD), masseur n.
(French; in ALD), masseuse n. (French; in ALD), mescaline n. (German; in ALD), microbe n. (French;
in ALD), micron n. (German; in ALD), millefeuille n. (French), mitosis n. (German; in 4ALD), monorail
n. (French; in ALD), moratorium n. (Latin; in ALD), mores n. (Latin; in ALD), mortician n. (Latin
hybrid; in ALD), mujahidin n. (Persian; in ALD), musculature n. (French; in ALD), mystique n.
(French; in ALD), narcolepsy n. (French; in ALD), navarin n. (French), Nicoise a. (French), nosh v.
(Yiddish; in ALD), oregano n. (Spanish; in ALD), ostinato a. (Italian), paella n. (Spanish; in ALD; also
has a figurative sense), panettone n. (Italian).

Possibly also: mirepoix n. (French), netsuke n. (Japanese), papabile a. (Italian), pappardelle n.
(Italian).

13.3: 1975-1999: total: 2 (2.5% of the total loanwords) (1 of them found in the Advanced Learner’s
Dictionary)

nouvelle cuisine n. (French; in ALD), panna cotta n. (Italian).

Possibly also (but doubtfully): nul points n. (French), ouzeri n. (Greek).

These lists raise some interesting points. The eighteenth-century total of loanwords shows by
far the greatest percentage of words which have become familiar items in the vocabulary of
modern English: 10%, compared to 3.5% in the nineteenth-century sample and 2.5% in the
twentieth-century sample. Among these there are scientific words, including oxygen,
magnesium, nitrogen, mollusc, neurosis, milligram, and millimetre; there are the food terms
noodle, mulligatawny, and masala; and there are some very everyday words such as nuance,
marina, or municipality. However, one interesting observation is that a number of these words
had much more limited currency in the late eighteenth century: for instance, the characteristic
modern sense of marina denoting a dock or harbour for yachts or other small boats (as
opposed to its earlier sense of a seaside promenade) dates only from the twentieth century.
The Sanskrit loans Maharishi, mantra, and om have gained greatly in currency during the
twentieth century as a result of cultural trends, while masala develops figurative and extended
uses only in the twentieth century, including extended uses which are restricted only to Indian
English. Few borrowings occur on a once-and-for-all basis, and many appear in historical
perspective as ‘slow burners’, with a relatively early date of first attestation, but a slow build-
up in currency and distribution, perhaps showing gradual assimilation, or perhaps betraying
distinct waves of cultural contact.

This i1s an exploratory survey of very large subject, and hence all conclusions must be
very tentative. It may be in order to attempt to draw together some strands:

(1) While there is a general decline in borrowing evident in the late twentieth-century
sample, the biggest and most dramatic drop is in the technical fields, especially
scientific ones. In some fields, like Mineralogy, this is mirrored to some extent by a
drop in the number of formations within English, but in others, like Chemistry, it is
not.
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)

3)

(4)

)

(6)

In each of the periods there are relatively few borrowings of general vocabulary items,
and many of these are ‘slow burners’, so that it is difficult to tell whether there might
not still prove to be such items among contemporary loans (although obvious
candidates do not spring to mind among those identified in this sample).

Words borrowed together with a newly encountered item remain a feature of all
periods, as is unsurprising.

Words which are confined to a particular variety of English make up a much greater
proportion of the total in the contemporary sample. It is very likely that this number
will grow as further lexicographical research is done on different varieties of world
English.

As regards the methodology appropriate for this sort of study, it may be seen that
totals of words borrowed from each language can be useful in giving an initial
overview, but really we need to tease out what the sorts of words are which make up
these figures. Different specialist vocabularies will show different specific trends in
borrowing, and likewise different world varieties of English will show their own
distinctive trends and tendencies. All of these factors need to be taken into account in
order to obtain a properly rounded picture.

As regards the OED data, I hope to have shown the potential of OED3 for this sort of
research, but also to have highlighted the importance of getting beyond the headline
figures for borrowing in any given period, and looking closely at what the individual
words are that make up those totals. To facilitate this, I give a list of all of the
twentieth-century loans in my sample as an appendix.
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Appendix

All loanwords, 1975-1999, with language of origin and very brief indication of subject area or
meaning:

magainin (Hebrew hybrid; Biochemistry), magnoliid (scientific Latin; Botany), magret (French;
cookery), maiasaur (scientific Latin; Palaeontology), Maiasaura (scientific Latin; Palaeontology),
mama n.? (Zulu; title for a woman), mamenchisaur (scientific Latin; Palaecontology), mapantsula n.
(Isicamtho; fashionable young black man), maquila n. (Mexican Spanish; factory or workshop owned
by U.S. or other foreign company), maquiladora n. (Mexican Spanish; = maquila), marma n.
(Sanskrit; alternative medicine), maskanda n. (Zulu; South African Music), maskirovka n. (Russian;
Mil.), maturase n. (French; Chemistry), mbalax n. (Wolof; Music), media wasp n. (scientific Latin
hybrid; Zoology), melodikon n. (Danish; Music), ménage a quatre n. (French; variant on ménage a
trois involving four people), Mercosur n. (South American Spanish; Economy), Meretz n. (Hebrew;
political party), merguez n. (French; type of sausage), metical n. (Portuguese; monetary unit),
mgqashiyo n. (Zulu; South African Music), Midori n. (Japanese; type of liqueur), milbemycin n.
(German; Pharmacology), Minimi n. (French; machine-gun), Minitel n. (French; videotext system),
Mir n./4 (Russian; name of a space station), mizuna n. (Japanese; type of brassica), Modernisme n.
(Catalan; style of art nouveau), moganite n. (German; Mineralogy), mojado n. (Mexican Spanish;
illegal Mexican immigrant in U.S.), mojo n.? (Spanish; type of sauce or marinade), mokume gane n.
(Japanese; decorative alloy), molue n. (Yoruba; privately-owned commercial bus), montology n.
(classical Latin; study of mountains), moqueca n. (Brazilian Portuguese; cookery), Muttaburrasaurus
n. (scientific Latin; Palaeontol.), naka n. (Hindi; toll point), napa n.? (Japanese; type of brassica),
narcotraficante n. (Spanish; member of a drug cartel), nasbandi n. (Hindi; sterilization of a person),
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'ndrangheta n. (Italian; organized crime syndicate), Négrette n. (French; grape variety), neta n.
(Sanskrit; leader), nikkeijin n. (Japanese; person of Japanese descent who has settled or been brought
up abroad), nimravid n. (scientific Latin; Palacontology), Ni-Vanuatu n. (Raga; inhabitant of
Vanuatu), nordicity n.? (French; degree of northernness), nouveau romancier n. (French; writer of
nouveaux romans), nouvelle cuisine n. (French; style of cooking), nul points n. (French; no points, as
scored in Eurovision Song Contest), Nuu-chah-nulth a. (Nootka; of or relating to a group of North
American Indian peoples), O-Bahn n. (German; bus on tracks), ogogoro n. (Nigerian Pidgin; palm
gin), okadaic a. (scientific Latin; Biochemistry), omakase n. (Japanese; menu choice in which the chef
decides what food the customer receives), omi n.? (German; grandmother), OMON n. (Russian;
Military), oneirocrisy n. (Hellenistic Greek; art of interpreting dreams), opi n. (German; grandfather),
orecchiette n. (Italian; type of pasta), ornithomimosaur n. (scientific Latin; Palacontology), ornithurine
a. (scientific Latin; Palaeontology), osseointegrated a. (classical Latin; Dentistry and Surgery),
osseointegration (classical Latin; Dentistry and Surgery), Ossi n. (German; politics), otaku n.
(Japanese; person extremely knowledgeable about the minutiae of a particular hobby), Oulipo n.
(French; name of a group of writers and mathematicians), ouzeri n. (modern Greek; Greek bar),
ovicaprine n. (scientific Latin; chiefly Archaeology), oviraptosaur n. (scientific Latin; Palacontology),
paedicatory a. (classical Latin; relating to paedication), pain de campagne n. (French; type of bread),
pain de mie n. (French; type of bread), pakalolo n. (Hawaiian; type of marijuana), Pakicetus n.
(scientific Latin; Palaeontology), pakul n. (Khowar; type of Afghan hat), paladar n. (Cuban Spanish;
small independent family-run restaurant), palagi n. (Samoan; foreigner), Pamyat n. (Russian; name of
a political movement), panna cotta n. (Italian; type of dessert), pantsula n. (Isicamtho; fashionable
young black man), papri n. (Hindi; type of wheat biscuit).



On Some Latin Univerbations in Greek'
Panagiotis Filos

The close linguistic encounter of Greek and Latin from the third century BC and their
subsequent long coexistence, especially in the context of the imperium Romanum, had far-
reaching consequences for both languages. Greek influenced Latin from an earlier stage, not
only in the context of the low-register, colloquial language but also, and foremost, on the
higher level of literary expression and style. On the other hand, Greek was also significantly
affected by its contact with Latin, basically in the areas of the lexicon and, to a lesser degree,
of (derivational) morphology and syntax (Browning 1983: 38-43; Horrocks 1997: 73-78, 86-
91; Coleman 2001: 589-93; Adams 2003: 527-641, esp. 630-41).

The Greek vocabulary, in particular, was gradually enriched with linguistic material
from Latin and a substantial number of Latin(ate) terms coexisted with and eventually
replaced Greek words of even the most basic meaning, e.g. Lat. hospitium — Gk. oonitiov
(t0) ‘guest-chamber, house, etc.” (cf. modern Greek onitt (t0) ‘house’ vs classical Greek
oikog (0) or 86po¢ (0) ‘house’); Lat. porta — Gk. népto. (1)) ‘door’. In the two most important
Roman institutions, i.e. the administration and the army, the infiltration of Latin terms into the
language of the Greek speakers, a number of whom must have been bilingual, was
significantly more intense.”

The Greek papyri from Roman and early Byzantine Egypt (1st-7th cent. AD),’ despite
some shortcomings (bad preservation of the text, frequent use of abbreviations, poor and
occasionally random representation of some grammatical phenomena and lexical forms, etc.)
provide the most valuable corpus of linguistic evidence about the Latin(ate) borrowings and

"I would like to thank my supervisor, Professor Anna Morpurgo Davies, who read a previous draft of this
paper and made many helpful comments. Thanks are also due to Dr. J. N. Adams (All Souls College) who drew
my attention to V&ddndnen’s important monograph (1977). I am very happy to acknowledge too, the very
positive contribution of the editors’ comments. For all mistakes and/or omissions, I take full responsibility.

? But see Adams’ detailed discussion about language use in the Roman army in Egypt, from which emerges a
larger language complexity than usually assumed (2003: 599-623).

3 For the collection of my data from the papyri, I have used Daris (1991) as a starting point, in conjunction with
Cervenka-Ehrenstrasser (1996-2000), which contains additions/corrections/ deletions for the entries beginning
with the letters A-A. Additional searching for the papyrus and epigraphic attestations was carried out through
DDBDP, in conjunction with the online version at www.perseus.tufts.edu. Similarly, I have made use of TLG,
in conjunction with the online version at www.tlg.uci.edu, to search literary texts. Due to limitations on the
length of this paper, I have been unable to provide an appendix with the papyrus passages and all relevant
information (date, document genre). I would like to refer the reader to Cervenka-Ehrenstrasser (1996-2000:
s.vv.), who provides full information about all the papyrus forms discussed here but for é€xevtvpimv: for this,
see Daris (1991: s.v.) and DDBDP. Papyri abbreviations and reference numbers are from the DDBDP, which
follows the standard system of abbreviations found in Oates et al. (2001). For the abbreviations of the editions
of the Coptic forms, see Cervenka-Ehrenstrasser (1996-2000). The document dates are from the DDBDP online
too, unless otherwise stated.
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their use in real language, either in an administrative-military context or in the frame of
everyday life.

The large majority of the Latin loanwords are direct or almost direct borrowings from
Latin, usually with some necessary phonological/morphological modifications to fit in the
Greek grammatical rules, e.g. Lat. cisterna (-ae) — Gk. xiotépvo (1) ‘cistern’; classis (-is) —
Gk. k oo (M) ‘class; army; (esp.) fleet’; patronus (-i) — Gk. motpwv (0) ‘patron, defender,
advocate’; ususfiuctus (or usus fructus) — o0GovEPOVKTOG (0) ‘usufruct’.

On the other hand, there are a number of Latin(ate) forms which are not attested in Latin
itself, at least not in the exact form in which they appear in Greek. A large number of them —
according to Daris’ data (1991), there are fewer than 100 such words — are formations that are
not plain simplicia, but either composita or univerbations.

The large majority of those ‘composite’ forms are regular compounds, in particular
nominal hybrids, e.g. 1Gucl0u0yELpO¢ ‘sausage-/mince-cook, sausage-/mince-seller’ («— Lat.
i(n)sicium ‘sausage, stuffing, minced meat’ + Gk. payeipog ‘cook’); Aentopiktoplov ‘a fine
cloak’ (< Gk. Aento- ‘fine’+ Lat. amictorium ‘cloak, etc.”). We also find a number of hybrids
with a preposition as a first member, e.g. cuvoverpavog ‘fellow-veteran’ («— Gk. cuv-
‘together with’+ Lat. ueteranus ‘an old tried soldier, a veteran’). A few forms beginning with
ano- (e.g. amonpounoocitog ‘former praepositus (: commander, governor, etc.)’ or ‘from the
praepositi (pl.)’) are of particular interest for our study and will be examined below, in
relation to the form €€xevtuplov ‘former centurion’ or ‘from the centurions’.

The second group of these forms comprises about ten Latin univerbations. These forms
are normally made up of exclusively Latin material: a preposition/adverb has usually joined
with the following noun, e.g. afaxtig ‘registrar, secretary, etc.” (< ab actis ‘(liter.) ‘(in
charge) of the register of public acts, records’); e€xevtupiov ‘former centurion’ or ‘from the
centurions’ (« ex centurione/-ibus)’;' or Pionkextoc ‘twice selected (soldier), i.e. an
outstanding soldier of a special military unit’ («— bis electus). In addition, there are nominal
univerbations as well, e.g. ontionplykey ‘optio principis, i.e. a junior officer (: optio),
assistant to a senior centurion or decurio (: princeps)’ (« optio princeps).’

In this paper, we shall focus on the univerbations of the afdaxtic type, but we shall also
make reference to the closely related form é€xevtuplov, the latter in conjunction with the

* These forms should be distinguished from the large bulk of Latin compounds beginning with e-/ex- which can
have meanings such as ‘out, away’ (e.g. in exclamo), ‘throughout’ (e.g. in epoto), ‘thoroughly’ (e.g. in edurus),
‘achievement’ (e.g. in exoro), ‘up’ (e.g. in exaggero), or even correspond to the meaning of a ‘privativum’
prefix (e.g. in exsanguis) (OLD, s.v. “ex (prefix.)). Cf. footnote 29 here too.

> These forms should normally be spelled as two separate words in Latin, according to modern dictionaries, but
as a single one in Greek. But cf. other formations like ovGov@podkToc ‘usufruct’ and @idetkop(u)icodpiog
(adj.) ‘of or concerned with fideicommissa (: testamentary dispositions or bequests in the form of a request to
the heir)’ which are taken to be univerbations in Latin as well: ususfructus and fideicommissarius respectively.
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prepositional hybrid compounds of the amonpoinocitog type. The common feature of all
those univerbated forms is that they have been formed from nouns governed (initially) by a
preposition and they all belong to the same semantic field: they refer to titles of officers of the
Roman/early Byzantine administration and army.

1. The abN Forms®

The forms of the afaxtic type belong to the class of words commonly known as
univerbations. Such a form can be defined as a syntagm of two words retaining their endings,
if inflecting, and combined under a single accent, e.g. Atockovpot («— Atog koVpot) ‘the sons
of Zeus, i.e. Castor and Polydeuces (Pollux)’. There are also prepositional univerbations, e.g.
ropoyphpe («— mapo. (t0) xpfine) ‘on the spot, at the moment’ (Dunkel 1999: 47-58, 63-67;
cf. also Debrunner 1917: 16-20; Schwyzer 1939-50: 1.425-8, 434-7, 445-6).

We also find univerbated forms within Latin itself: cf. nominal univerbations like
respublica ‘state, republic’ and prepositional ones like inaures (-ium) ‘earrings’ (Leumann
1977: 383-403, esp. 384, 388-9, 399, 402).

The abN forms constitute the most numerous and morphologically noticeable group of
Latin univerbations in the Greek papyri, demonstrating the change of an original Latin
prepositional phrase (PP) ab + noun (ablative) into a Greek agglutinated form. According to
Daris’ data (1991) as amended by Cervenka-Ehrenstrasser (1996-2000), there are as many as
four abN forms in the Greek papyri:

e aPaxtic/-tng (cf. ab actis): ‘registrar, secretary; senior administrative officer under a
provincial governor, primarily responsible for the civil law cases’ (Cervenka-
Ehrenstrasser 1996-2000: s.v.; Hofmann 1989: s.v.; Mason 1974: 19, 141-42; LSJ:
s.v.); ‘actuarius, vrouvnuoatoevAos’ (DuCange 1688:s.v.).

o aPpéPic (cf. a(b) + substantivised breuis, n. -e (?)): ‘administrative officer, secretary
(probably charged with financial duties, i.e. tax accounts etc.)’ (Cervenka-Ehrenstrasser
1996-2000: s.v.).

* axoueviopnoloc/axopeviovnotog (cf. commentariensis, apparently in conflation with
a commentariis): ‘secretary, protocol officer (senior civil servant or military officer
with legal duties, especially for criminal law cases; on the other hand, the a.Bdxtic was
responsible for civil law cases)’ (Hofmann 1989: s.v.; Cervenka-Ehrenstrasser 1996-
2000: s.v.; cf. also Vddndnen 1977: 14).

® Following Viininen’s method of notation (1977: passim) whereby univerbations with ab are rendered as abS
forms, I will be using a similar short form of the type XN, where X = one of the prepositions (ab, ex, ano) found
as the first member of the univerbations discussed here and N = the following noun part of the univerbation,
e.g. abN, exN, anoN.
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e avvoouepog (cf. a(b) + numeris/numero (?)): ‘military title: belonging/related to the
army; in particular, someone who technically serves in a numerus, (: a division of the
army) but has been detailed for other duties such as attendance in the court of a praeses
(: governor); a civil servant responsible for (keeping) lists’ (Shelton 1988: 69; cf. also
Cervenka-Ehrenstrasser 1996-2000: s.v.; Hofmann 1989: s.v.; Rea 1996: 187, 192-3).

The forms above show some semantic coherence: they are all masculine nouns and refer to
titles of officers of the Roman administrative/military system. Those common features accord
in general with the picture presented by Vaidnédnen’s study (1977) about the meaning and use
of the ‘original’ abN phrases in Latin, e.g. ab epistulis (Latinis & Graecis) ‘the person(s) in
charge of the bureau(s) for the imperial correspondence’; a consiliis ‘the secretary of the
imperial council’.” These forms were normally used in the context of the imperial
nomenclature: many members of the imperial administration were slaves or freedmen. Similar
terms are found in military texts as well, but at a later time. However, since Diocletian’s reign
(late 3rd - early 4th cent. AD), the abN forms are normally replaced, either with a genitive
(e.g. magister epistularum) or with a derived adjective (e.g. commentariensis).® There is also
at times some interchange with the prepositions ad and supra (e.g. ab argento = ad/supra
argentum) (Vizninen 1977: 8-17).

As far as syntax is concerned, the four abN forms normally modify a preceding or a
following personal name (usually that of an officer), e.g. PHermLand 1.24.390 (4th cent. AD):
‘Epuomorloy afpépic; POxy 8.1108.11 (6th/7th cent. AD): tov afaxtmy "AAEEa(vEpov). It
1s also possible though, to find them as stand-alone forms without any proper name nearby,
e.g. OAshmShelt 74 2 (3rd/4th (?) cent. AD): 80¢ T® GVVOLUEPD KPEMG ATPOC TEGCOPOG
{técoapaic} ‘give to a. four pounds of meat’. Their use in Latin is similar, though more
diverse (cf. Vdénanen 1977: 16).

7 Visninen (1977: 8) has counted about 750 occurrences of ca. 100 different abN forms (called conventionally
‘le type ab epistulis’) in Latin inscriptions alone.

¥ Some forms such as a libellis and ab actis lived on for a longer time. The most remarkable form though, is a
secretis (also asecretis, asecreta, aonkpnTic, Goykpnng [sic]) which with the exception of only one early
occurrence in Claudius’ time, is a very late form, i.e. it appears from the sixth century AD onwards (Vdéninen
1977: 15).

? But in Greek too, there were alternative ways to express the meaning of an abN univerbation instead of
transliterating it: cf. the grammarian Charisius (Gramm. Lat. 1, 232, 22): ‘ab pro omno et pro eént apud nos
accipitur, velut ab bibliotheca amod tig PipArodnkng kot émt g BifAodnkng’ (Vidndnen 1977: 18-19).
However, as epigraphic texts show, the default option was €nil + genitive (e.g. €nl axtov: ab actis; €nl
Kout@vog: a cubiculis), already used in a similar way by the bureaucracy of the Hellenistic monarchies; on the
other hand, ar6 + genitive was normally reserved for Latin ex + ablative, a construction that will be discussed
in §2. But cf. exceptions like ano Aoywv: a rationibus. Philo, however, prefers ©pog + accusative. Other literary
authors use periphrases, e.g. £&£NyNG1V TENIGTEVUEVOC (emcto?«ov) ab epistulis; ppovtida €xwv (Ko1TdVOC): a
cubiculo; or they use equivalent agent-nouns, e.g. YpoUUOTEDG OF EMGTOAEVG: ab epistulis (Mason 1974: 141-
2).
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The morphology or rather morphosyntax of the abN forms poses the most challenging
questions. The abN forms either remain uninflected (afaxtic (but cf. apaxtnv below),
afpePic) or appear as thematic masculine nouns (0KOUEVTOPNGLOG/-VAG10G, AVVOLUEPOG). At
first glance, the inflectional ‘character’ is determined by whether the original Latin noun
governed by ab was an ablative plural or singular form (except for the conflated form
OLKOLLEVTOLPTG10C/-VIG10C).

1.1. afoxtic/~tng

The form afoktic (< ab actis) is an unambiguous case of a Latin PP being used as a
univerbation within Greek, although the word might have already been used/spelt as a
univerbation (abactis) in Latin too (cf. Vddndnen 1977: 18). But one can question whether this
form was always perceived in Greek as one word: for instance, a bilingual using this form in
Greek, might have thought of it as two separate words, like in Latin. The continuous writing
practices of that time make our endeavour more difficult, but morphology and context can
offer some useful indications. Thus, afaxtig is once found with an acc. sg. spelling -tnv (e.g.
POxy 8, 1108.11, (6th/7th cent. AD)), which implies perhaps that there is some partial form of
inflection. The <-ti¢> termination, which by that time sounded the same as a <-tng> [tis]
ending, allowed the naturalisation of the form in Greek. Thus, the spelling afdxtng is twice
as frequent as the ofaxtig one. It is true though, that in classical Greek there are hardly any
masculine forms ending in -t1g (but cf. 0, N pavtig ‘prophet, seer’, which is a rather special
case) or even in -1¢ (but cf. 0 O@ig, -em¢ ‘serpent’); yet we find more proper names (e.g.
"Ahe€ic, EvmoAic) and adjectives (e.g. 0, 1 evyapig ‘charming, gracious’).'’ By contrast,
there are many more feminines in -1¢, both appellatives (e.g. 1| xopig ‘grace, favour’, n nictic
‘confidence, trust, faith’) and proper names (e.g. "Ayodc (vs. masc. “Ayodhc))."!

On the other hand, Greek had a large number of nouns ending in -tng at that time which
did not function as nomina agentis only, as in classical Greek, but were quite productive and
denoted male persons in general (e.g. €pnuitng ‘eremite’) and, at times, even inanimate things
(e.g. olomupitng ‘whole-wheaten (loaf)’) (Palmer 1945: 110-16; cf. also Buck & Petersen
1945: 544-73).12 Thus, as a result of iotacism, a -t1¢ noun could easily turn into a -tng noun,
which is a very common masculine ending in Greek. The accusative afdxtnv in POxy
8.1108.11 is indicative of the deeper morphological adaptation of the univerbation in the
spoken Greek of Egypt in this late period (6th/7th cent. AD), in contrast to the sharp decline in

' See Meier (1975: 46-68, especially p. 50, 67-8) for a detailed discussion of these forms.

" Buck & Petersen (1945: 14-18; 574-608) hardly provide any masculine forms for this paradigm. But cf.
Bauer & Felber (1983: 83-92) where there are listed many more forms in -1¢, -ewg (in later (Patristic) Greek); a
very few of them, especially names, are masculines.

"2 But from that period onwards there are also masculines in -1o¢ that drop the -o- and become -1¢ (cf. also the
similar phenomenon with the even more frequently used neuters in -10v), e.g. ¥Vprog — ¥Opig (Gignac 1976-
1981: 1i.28-29; Browning 1983: 38; Horrocks 1997: 117-118).



48 Panagiotis Filos

the use of Latin by that time. It is no surprise perhaps that we do not find anything like
afaxtnyv in the papyri of the previous centuries or in any literary or epigraphic text of any
period: the form occurs there as o axtic/afoktic.

1.2. afjpéfic

The form &PpéPig" (cf. a(b) + substantivised breuis, n. -e “short, brief (sc. note, list)’ (?))
looks absurd at first: we would normally expect a form *afpeBiovg (< a breuibus) since the
preposition ab normally governs an ablative in Latin. But there is no evidence for such a form
in Greek or even in Latin."

Moreover, an inflecting form would be unlikely for an additional reason: the irregular
formation of this particular univerbation (a(b) + breuis ?) can, partly at least, be explained on
the basis of analogy to other well-known abN univerbations like ab actis, ab epistulis, a
secretis, etc., which were normally also indeclinable.”

An alternative etymology would derive a.BpéPic from *a breui(i)s, which would require
a neuter form *breuium. This might not have been impossible for some speakers with
incomplete knowledge of Latin given that the Greek form of the substantivised neuter breue
was in fact Bpgoviov/BpéProv ‘(short) list, inventory’ (probably via the plural breuia which
could equally correspond to breue and *breuium). Therefore, a back formation afpefig is not
inconceivable, at least for the non-native speakers of Latin (cf. also Meinersmann 1927: s.v.
afpePic [sic]; DGE: s.v. ofpefic). But even if we choose this explanation, the influence of
the aaxtic-type forms is still quite probable.

By contrast to the above explanation of the etymology and the spelling of the form, in all
the papyrus attestations of ap€Pic, and especially in the eight tokens where the ending of the
word is fully preserved, the forms point to an afp£f(e)g type. It seems more likely that the
form was indeclinable rather than it was an inflected athematic form in -1 (gen. -ewc?, dat.
-£1?). Cervenka-Ehrenstrasser (1996-2000: s.v. appéPic) argues, on the basis of palacographic

B 1 follow Cervenka-Ehrenstrasser (1996-2000: s.v.) in the accentuation of the form, without having any
intention to participate in the debate about the accentuation of the Latin(ate) words in Greek. For an alternative
suggestion (0BpePic), supported by Daris (1991: s.v.) and others, see Cervenka-Ehrenstrasser (1996-2000: s.v.
afpéPic, fn. 45).

" It is true though, that we find Latin univerbations in -1povg in Greek literature, e.g. dyevinotpéBovg [sic] ot
(< agentes in rebus) ‘kaiserliche Beauftragte oder Kommisssare zu Revisionen’ (Hofmann 1989: s.v.) in
Athanasius Theologus (4th cent. AD). Literary language, of course, is different from the language of a papyrus
document and what is more important, from the spoken language itself.

'> There might also be a case that the presence of the adjective breuis, (-is, -e) could have played some
subsidiary role to the ‘incorrect’ coining of the univerbation: breuis ~ abreuis.
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evidence, that the form 1® afpéPet in SB 14.11591.11 (4th cent. AD) is better re-read as an
indeclinable t® aBpéPerc.'

On the other hand, an indeclinable spelling apePeig is not without difficulties either.
The spelling <a>BpePeic {BpePeic} reappears in a papyrus list from the early fourth century
AD (StudPal 20 85.v.2.26 (AD 320/1): [...] ’Anolovi kol ‘Epupodopo <a>Ppeferc
{’ArnoAhwv kot ‘Eppodwplo]g BpePerc} drat(oyhic) [...].

These two persons are the last in a list of wine recipients and their names are apparently
attested in the nom. sg. CAnoALlwv kot ‘Epuodmp[o]c); by contrast, all previous recipients are
unexceptionally mentioned in the dative. Hence, if we took afpeBeig at face value, it should
be a nom. pl. form — besides, an athematic nom. pl. ending -ei¢ would be morphologically
legitimate, even though syntactically inconsistent. But the content requires forms in the dative:
for this reason, the editor has corrected the two names into datives. In such a case, one could
assume that the form afpéBeic could/should be an (indeclinable) dative too, since it is in
apposition to the personal names. But that is a less likely possibility; on the contrary, it would
be more plausible to assume that the author might have decided to switch to the nominative
because he was unsure about the dative of afpeBeic, given that the inflectional case of the
form had to be the same as that of the preceding proper names. In general, one should keep in
mind that it is not surprising for this kind of texts (lists, registers, etc.) to show such
mistakes/inconsistencies, especially at the end of a long document.

In conclusion, it seems that the form afpéPig (-Beig (?)) is an abN univerbation created,
at least partly, on the basis of forms such as ab actis, ab epistulis, etc. which were based on
either a- or o-declension nouns in Latin. But the morphological explanation would also
require the implicit declensional reclassification of the nominal part (breue) from an athematic
into a thematic neuter, at least in the context of Greek. On the other hand, it is difficult to
determine if afpeP(e)ic was always indeclinable, at least when the spelling of the ending is
-e1¢. The two instances where this spelling occurs are problematic and do not point to a very
clear explanation.

1.3. axouevropnoloc/-viciog

The third univerbated form, dxopevtopfiotog or dxopeviaviotoc,’ belongs to the same
semantic field as afoaxtig (and afpéPic). Morphologically, however, and by contrast to the

' Consequently, the same change of ending should be accepted for the similar case in papyrus SB 14.11592.11
(4th cent. AD) where the ending in the dat. sg. was previously supposed to be -et as well: thus a[Bp£]B(eic) and
not &[Bp£]P(e).

"7 There is an almost consistent replacement of the expected -p- consonant with a nasal -v-: out of the four
instances where the word is fully attested (the fifth token is very poorly attested and offers no clue) it is only
once (in SB 14.11591.26 (4th cent. AD)) that the -p- letter does occur. The relevant evidence (from literary,
epigraphic and papyrological sources) about the various forms of this word (xou(u)eviapnociog,
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previous two words, this form is a thematic masculine noun in -10g, apparently declinable
(although it is only attested in gen. sg. and dat. sg.).

The suffix -no-1o¢ points to derivation from a Latin adjective commentariensis (which
occurs in Greek as well, in the form of xoupevtapnoiog) rather than a prepositional phrase a
commentariis."® This comes as no surprise since by the time the form begins to appear in the
Greek papyri, i.e. third to fourth centuries AD, the use of an adjective instead of an abN
prepositional phrase is almost common practice in Latin too (Vééndnen 1977: 16-17.;
Hofmann 1989: s.v. xouuevtopnoiog, with further bibliography). On the other hand, a
commentariis must have exerted some influence too: the presence of an otherwise superfluous
a- at the beginning of the new word points to some kind of conflation between the two forms,
either directly from a commentariis itself or indirectly from other abN univerbations which
normally started with an -, e.g. afaxtic.

This peculiar formation of axouevtopnoiog, with the morphological conflation of two
equivalent Latin forms, i.e. abN ~ adjective, seems to have no parallel in contemporary
literature and inscriptions and stands as an isolated example amongst all the other Latin
loanwords of this field.

1.4. avvovuepog

The last form of this class is avvovuepog, which appears as a thematic masculine in -og (twice
attested in dat. sg. and once more in nom. sg. (?) (but in apposition to a proper name in gen.
sg.: ©éwvoc)).”” It should supposedly have derived from a(b) + numeris/numero (?) and be
*avovuepoc. In that case, a spelling -vv- from a supposed a(b) numero could be seen as
redundant, not only in Greek® but also in Latin: there is no *annumerus (or even *anumerus)
form attested in Latin.”'

rouevtohési(og), etc) points to a colloquial and ‘ungrammatical’ type of word: both the unnecessary presence
of the initial a- through conflation as well as the change <-p-> — <-v-> are indicative of a rather ‘substandard’
form.

'8 For the change of declension, i.e. athematic commentariensis turning into thematic koppevTapNo10C,
compare castrensis — xaotpnolog ete. (Gignac 1976-1981: ii.50).

" This last form is not listed in any dictionary, including Daris (1991: s.v.) and Cervenka-Ehrenstrasser (1996-
2000: s.v.), since it was published in 2001 (POxy 67.4612.13). Furthermore, Rea (1996: 187-8, 192-3) has
proposed another attestation of the form (avovuep<oc> [sic]) in the revised edition of PAnt 1.44 (1. 17).

2% Although there are cases of insertion of a nasal -n- in Greek papyrus texts (Gignac 1976-1981: i.116-19) we
do not have any evidence for the phenomenon in Latin univerbated phrases.

2! Nevertheless, there is always the possibility of an original double spelling without any phonological value.
Hofmann points out (1989: s.v. avvovuepoc) that there are such examples from literature as well as some
inscriptions, e.g.: IG 9 (2) 358: 'Evvodia for "Evodia. Cf. also Gignac (1976-1981: i.158) for examples of
redundant -vv- in the papyri.
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The simplest explanation would be to see a graphic interference with forms like
annumeratus ‘counted (to), added (to)’ or amnumeratio ‘counting’, which go back to
adnumeratus and adnumeratio respectively. Hofmann (1989: s.v avvovuepog [sic]) has
suggested a similar explanation: the interference on a form ab + numero of a supposed (but
not attested) ‘Nebenform’ *adnumerus™ — annumerus. His argument is interesting and
phonologically consistent, but it relies on an unattested form.

On the other hand, one cannot rule out the possibility, though somewhat complicated in
practice, of a double phonetic change (and also requiring the presence of [b]): ab + n- — amn-
— ann- (for phonetic parallels, cf. Leumann 1977: 201, 213-14).%

In conclusion, the phonology of the form is problematic and poses a problem regarding
the etymology as well. The simplest explanation calls for a simple misspelling in -vv-,
probably due to confusion with similar forms, genuinely spelt with -nn- in Latin.

The overall picture emerging from the analysis and comparison of the four forms points
to the use of rather ‘substandard’ Latin material within Greek, with many ‘ungrammatical’
and unusual features — that holds true even for the standards of late Latin. In some cases, at
least, the scribes seem to have had poor knowledge of Latin, if any. On the other hand, some
of those odd features (e.g. the endings of afaxtic/~tng, afpéPic) reveal an attempt to produce
a better adaptation of the forms to Greek. It is also worth noticing that practically none of
these forms survived in later Greek, or is found in use outside Egypt. Such technical terms,
which were closely connected with the institutions of the Roman and early Byzantine
administration/army as well as with the existence of a particular linguistic environment (use of
Latin as a primary official language, a certain degree of bilingualism, etc.), had no future as
soon as the conditions (historical, political, linguistic, etc.) changed.

2. The é€xevtvpiov form and related dro/N compounds

In Latin, it is not a very rare phenomenon for some prepositional phrases (PP) to gradually
develop into compounds through univerbation. The preposition and the following noun, with
its termination appropriately modified to fit the new grammatical function, ultimately become
one word, e.g. pro praetore — propraetor. The point of departure for this transformation is
the use of a PP as a complement (predicate), either to the verb’s subject or to its object, e.g.
Siciliae prouinciae, cum esses pro consule, praefuisti ‘you governed the province of Sicily as
proconsul’ (Cicero, In Verrem, 2.3.91) (Vaddnénen 1973: 671-2; cf. also Leumann 1977: 388-
89).

2 See examples of insertion of a non-etymological -8-, which is unlikely to have developed due to any
phonological reasons either, e.g. aonkpfitic (< a secretis) occasionally appears as adonxpfitic (Hofmann
1989: s.v.)

2 1 owe this suggestion to Dr. Daniel K6lligan.
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In the case of the preposition ex, there is a similar change of function and meaning, e.g.
ex consule — exconsul. In addition, there is a gradual semantic shift: ‘from the position,
office, title, category of... (a consul)’ — [‘from the former position, office, title, category of...
(a consul)’] — ‘former, ex...(consul)’.** The meaning ‘former’ for ex is not found in the
Republican period. This meaning was normally conveyed through a (substantivised) adjective,
e.g. consularis (also praetorius, censorius, quaestorius, etc.). The use of ex as ‘former’ is
rather late and appears regularly from the late sixth century AD (e.g. excubicularius ‘former
chamberlain’, expatricius ‘former patrician’), probably on the basis of forms like proconsul,
which was ‘an old strong prototype’ (Védindnen 1973: 674). However, there are early
examples already in the fourth century AD, e.g. wuelut exconsulares habiti (Codex
Theodosianus 6.24.8). But even as a preposition (+ abl.), ex was used throughout the imperial
period to refer to previous or honorary titles or offices of the military/magistracy, e.g.: ex
duce, ex cubiculariis.® Initially, the use of ex + abl. pl. was the norm for titles; the use of ex +
abl. sg. is later (Palme 2002: 62).%° It is likely that the forms of the ab actis type (but also the
similar ones with ad + acc., ex/de + abl.) might have facilitated this development, as
Viindnen (1973: 672-3) suggests. However, we should keep in mind that those forms were on
their way out from the late third century AD onwards, as mentioned above, and were partly
replaced by adjectives, i.e. they were following the opposite direction.”’

2.1. The exevrvpiwv Form

The form £€xevtvplwv is the only word of the exN type; in fact, it is attested only once, in the
dative (?) e€xevtvp(1ovt) (StudPal 20 109.r.7 (4th cent. AD)). It is obviously the ‘hellenised’
form of a Latin ex centurio(ne). The meaning could theoretically be either ‘former centurion’
or ‘one of, from the (class of) centurions’: the former meaning is found in most modern
dictionaries (cf. e.g. Meinersmann 1927: s.v.; Hofmann 1987: s.v).

The form is in apposition to a proper name in the dative ([ lo]avvn e€xeviup(imvi))
and we are indeed allowed to assume the same inflectional case for it too, although the ending

* This development entails the use of the phrase in sentences referring to the passing from one status into
another, frequently without a verb, e.g. C. Octauio...centurioni adlecto ex eq(uite) R(omano) (CIL VIII —
Desau 2655) (Vaandnen 1973: 672-3).

* There are inscriptions from the earlier imperial period though (e.g. the text in the previous footnote), where
ex + ablative is already used to refer to previous titles or grades. Cf. Speidel (1993).

26 For the possible different meanings of ex + abl. in inscriptions concerning military titles, see Speidel (1993:
190-6, especially the summary on p. 196) and Speidel (1994: 216).

*7 Viidnsnen, in his comparison between forms of the ¢Bdxtic and the ¢éExevivpiov types in Latin, notes: ‘Non
plus, abS (= syntagme a / ab + substantif epistulis, etc) n’est pas sujet a “I’ hypostase” (a part un cas isolé, ci-
dessous), a I’ instar du juxtaposé pro consule > proconsul et tardivement, ex consule > exconsul. A noter encore
qu’ a la difference de ex consule, exconsul, ou seule la forme pleine de la preposition est admise, abS se
construit avec 1’ une ou 1’ autre forme: ab epistulis, a (parfois ab) rationibus’ (1977: 9).
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is abbreviated.”® But both the syntax (apposition) and the meaning render it more likely that
the form is one single word in the dative rather than a prepositional phrase €& + gen. The non-
Greek £Ex- consonantism (a genuine Greek form could only have had €xk-) is hardly any
novelty for Latinisms of this period: cf. forms like ¢ExovBitwp (< excubitor), etc.”

The most interesting point, however, is the semantics of the term: as mentioned above,
ex as an adverb (not as a preposition + ablative) to a following noun with the meaning
‘former’ is firmly attested in Latin itself from the late sixth century AD. We have also seen
though, that there are earlier sporadic examples of ex + abl., meaning or being close to the
meaning ‘former’. Therefore, it would be rather premature to see the hapax éExevivplov
corresponding to an adverbial ex centurio ‘former centurion’, given the date of the Latin
evidence; but perhaps this would not be impossible, since colloquial language is often
reflected in written texts a bit belatedly. Nevertheless, the more traditional etymology, i.e.
eExevtuplov, corresponding to a PP ex centurione ‘from a (former?) centurion’ (or ex
centurionibus ‘from the centurions’), remains more likely.

In conclusion, it is difficult to speak with absolute certainty of a real Greek univerbation
from a Latin PP in the case of &Exevivpimv because the form might simply reflect
developments within Latin itself.

We shall now turn to the amoN hybrid compounds to look into some further evidence.

2.2. The aroN Compounds

According to Cervenka-Ehrenstrasser (1996-2000), there are five indisputable Latinate
compounds in the papyrus texts beginning with the Greek preposition émo- (émoN):™
amodpaxavaproc (cf. Gk. ond + Lat. draconarius ‘flag-bearer’), anoxoung, (cf. Gk. ano +
Lat. comes ‘(state) officer’), amonponnoocitog (cf. Gk. ano + Lat. praepositus ‘commander,
governor’), amonpotnktop (cf. Gk. and + Lat. protector ‘protector, guard’), amotpiBodvog
(cf. Gk. amo + Lat. tribunus ‘military officer, officer’).

The Greek preposition aro normally corresponds to the Latin prepositions ab and ex,
e.g. amo xepoc: a manu (office) vs amo Bevepikiaplwv: e beneficiariis ‘one of/from the b.’;
(later) ‘former b.’. The ono + noun compounds, however, are normally seen as equivalent to

¥ Alternatively, an uninflected form ¢Exevtup(imv) or even a phrase like £€ kevtup(iovog)/2E kevTup(1dvav)
in correspondence to a Latin ex centurione/centurionibus, would be possible too; cf. the following paragraph
about the amoN forms.

¥ It is not irrelevant to the nature of this particular univerbation that in both Greek and Latin there is a
preposition £&/ex respectively, found in many ‘regular’ compounds too. This has facilitated, from a
morphological point of view, the univerbations of the type of ¢é€xevtvplov.

% In fact, dronpoundoitog comes from a Coptic text whereas dmotpiBodvog comes from a Coptic funerary
inscription. Cf. also Gonis (1998: 217-18) for a different view on some of these formations (cmonpotikTmp,
anotpiPodvoc) as well as on the omitted (by Cervenka-Ehrenstrasser) amovovpuepaploc.
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the Latin ex + abl. phrases (cf., for instance, Cervenka-Ehrenstrasser (1996-2000: s.vv. amo-
articles) who gives as corresponding Latin forms to the five papyrus forms above the ex + abl.
phrases). The forms above, where the nominal part is Latinate, could be called ‘semi-calque’
formations or ‘hybrid’ compounds. However, as it happens in Latin too, it is often difficult to
tell whether oo + noun in the genitive should be taken as a prepositional phrase or one word
(compound) meaning ‘one of/from the class of...” or ‘former, ex’.)' The
semantic/morphological ambiguity is increased when the ending is abbreviated/not attested
fully, e.g. dmo-mpomoo(itov).”? Naturally, as mentioned above, dmd + genitive could
occasionally correspond to an ab + ablative (usually an abstract noun) too, denoting an office
or a title (the ab actis type), e.g. ano oTpoteldv/otpotelog : a militiis; AmO KOUSUSEPKIOV :
a commerciis, etc. (cf. Lewis 1960: 186-87). But oo + gen., corresponding to Latin a(b) +
abl., perhaps can also mean ‘ex, former’, a meaning usually conveyed by ex + abl. in Latin,
e.g. ano vrotelog (Herodianus, Ab excessu diui Marci 7.11.3.5) corresponding to a consulatu
(= consularis) (Mason 1974: 23-4).

In Classical and Koine Greek, we find many nominal compounds beginning with amo-,
but the usual meaning is ‘lacking, non-, un- (= a- privativum)’ (e.g. aroTIHo¢ ‘put away from
the honour’) or ‘finishing off, completely’ (e.g. amoxadapoic ‘purging off, lustration’), or
‘back again’ (e.g. amoxpiolg ‘answer’) or even ‘coming from, leaving off’ (e.g. amoympnoig
‘going away, retreat’). Many of these compounds are deverbative forms or they are at least
linked to cognate verbal forms (and vice versa), e.g. anorAém — oanonAovg. It is extremely
rare to find nouns, especially ones referring to a title/office with amo-, which could have
developed into the meaning ‘former’; but cf. a rare example: anootpatnyog ‘retired general’
(Demosthenes, Kot "Apiotoxpatovg 23.149); or also the post-Classical form amodovAog
‘freedman’ (attested already in the Vita Aesopi (ca. lst cent. AD)); or even the late
amoPaciheng ‘ex-king’ (Anecdota Graeca 1089 (no safe date)).

The class of compounds beginning with amo- and meaning ‘former’ is significantly more
numerous in the Roman period. That alone points to a possible Latin influence; in fact, from
the Roman period onwards we find ano combined with Latin words — of course, we also find
it with Greek forms: normally military/administrative titles like the ones from the papyri
above. The meaning of ano in all those forms is likely to be ‘former’; however, one cannot
rule out a priori a meaning ‘one of/from the class of...” since the context does not provide any

3! Cervenka-Ehrenstrasser (1996-2000: s.v. dmokounc) notes that from the fifth century AD onwards the
construction amo + gen. sg. is more common than ard + gen. pl. when it refers to offices.

32 In Daris (1991) and other dictionaries there are some additional forms (e.g. dmonpoitmp, drovovuepdplog),
which have been eliminated from Cervenka-Ehrenstrasser’s edition (1996-2000: 129-30) because it is not clear
whether they are real compounds in the genitive or simply aro + genitive phrases. For the same reason, some
occurrences of the five amo- compounds discussed here are doubtful: cf. e.g. anonpoindcitog, with only one
safe (Coptic) token out of 13. In this paper, I will follow Cervenka-Ehrenstrasser’s interpretations, not only
because she is by and large right but also because space does not allow any lengthy discussion on this subject,
and, in addition, I wish to avoid examining ‘dubious’ forms.
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clues and thus leaves both options open (cf. Cervenka-Ehrenstrasser 1996-2000: s.v.
anodpokwvaplog and the other four amo- articles where relevant bibliography is available).
According to Palme (2002: 62), the anoN forms (corresponding to Lat. ex-) mean ‘dass die
betreffende Person diese Funktion entweder “ehemals™ ausgelibt hat oder “chrenhalber” die
entsprechende Wiirde innehat, ohne die Funktion aktiv auszuiiben’. Besides, there is a number
of related amo + genitive phrases (at least the editors give them as such instead of one-word
compounds) where the meaning ‘former’ does not fit in well due to the meaning of the
context; the alternative meaning ‘one of, from (the class) of...” is more suitable, e.g. P.Lond.
3.1001.7 (AD 539): ano otpatiwtdv ‘belonging to the class of soldiers (an honorary, not a
real soldier: therefore it cannot mean ‘former’)’ (Kruit 1994: 84-5; cf. also Sijpesteijn & Worp
1978: 13; 51-2). This semantic ‘ambivalence’ is in direct correspondence with the meaning of
the Latin preposition ex as discussed above.”® It is no coincidence perhaps that the largest
number of those amoN compounds come from the sixth century AD; by that time, Latin ex had
acquired similar meaning(s) too.

On the other hand, we find 3 anoN forms dating back to the fourth and fifth centuries
AD. The most interesting of those comes from P.Abinn 55 rp.1 (mid-4th cent. AD): ®Acovie
‘APwvéw €€ amonpotnktopwv {omonpotnktwpov}... Unless we are dealing with some kind
of ‘conflation’ between ¢€ and émd,> the coexistence of ¢€ and Gmd apparently points to the
meaning ‘former’ for amo- since it would not make much sense to express the meaning ‘one
of, from (the class) ...” twice. But Latin ex is still used as a Latin preposition (+ abl.) by this
time, it is not a real adverb yet. Are we then a bit further ahead with this form in Greek than
most other written evidence from Latin (and Greek) indicates? We should perhaps see here the
more ‘autonomous’ behaviour of Greek ano: the influence of Latin ex is indisputable, but
there is also some Greek background going back to forms like arootpatnyog.

In general, the phenomenon is really interesting for the relationship of the two
languages. It is a pity that we do not have more evidence to examine with greater certainty the
degree of the Latin influence upon Greek in this particular case.

3. Further Evidence About the Univerbations

Only a very limited number of the forms we have examined so far (abN, exN, amoN) are
known from other sources too. Thus, the only abN form appearing in literature is aff oxtig
and it is always uninflected. The form occurs a few times in the work De magistratibus populi

3 But cf. e.g. the phrase ¢nd xop<u>epkio[v] (BGU 3.972=SB 18.13930.1 (6th/7th cent. AD)) which is
apparently related to a commerciis, an abN rather than an exN form. Meinersmann (1927: s.v. omoKoUepKLOV
[sic]) and Hofmann (1989: s.v. dmokopepxionv) have wrongly listed it as a compound.

** Cf. Gonis’ remark (1998: 217): ‘the editors of P.Abinn. 55.1. print ¢€ dronpotnktopwv, but articulations
such as {€€} ano mpotnktopwv (€€ is an influence from the underlying ex protectoribus; we possess several
examples of the construction without ex), or even &m0 mpotnktopwv (Doppelpriposition) are equally
possible’.
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Romani of the Byzantine historian loannes Laurentius Lydus (6th cent. AD) which is by and
large a technical work about Roman institutions and therefore not very representative of the
use of af} aktig in literature, e.g. “’AP 0TI LEV OVOUE T EPOVTIIGHOTL, onuaivel 8 ko'
EPUNVELOLY TOV TOIG ML YPNUOGT TPOTTOUEVOLS EpeatdTOL...” (162.12) ‘A. is the name for the
office and it means in translation the person in charge of the financial transactions...”. The
word is also found at the beginning of a letter (the recipient’s name) of St. Nilus, an author of
the fourth to fifth centuries (Epist. 2.207): ‘@zo@ido afaxtic’. Finally, it appears in the late
jurisprudence work Basilica (8.1.34.9) (9th-13th cent. AD): ...xo1 0 afaxtig xai ot Bondot...
‘both the o. and the assistants’. No other abN form is attested in literature (but cf.
rop(p)evropnotog which is attested without the ‘redundant’ a.-).

Moreover, some of the discussed abN forms are found in Greek as loan translations too,
e.g. ano axtov instead of afoxtic (IG 14.830.20) (cf. Mason 1974: 19, 23-24; Hofmann
1989: s.v. af} axtic). Similarly, we find €k vouuepov instead of dvvovuepog in the papyri,
35
etc.

On the other hand, the form £€xevtupilov is an hapax, as mentioned before, but the
corresponding amoN compounds meaning ‘former’ continue to exist in literature throughout
the medieval period, i.e. till the tenth century AD and beyond.™ It is not coincidental that
almost all amoN forms meaning ‘former’ refer to titles or higher status professions:37 e.g.
amoPaociievg ‘ex-king’. Many of these anoN forms could conventionally be called ‘semi-
calques’, i.e. Latin terms preceded by amo, although by that time the Latin lexical material
was well integrated in Greek, e.g. amoxovPucovAapiog ‘ex-cubicularius, ex-chamberlain’,
amokovponadotng ‘ex-major-domo’ amocelevtiapiog [sic] ‘ex-silentiarius’. But there are
also fully-fledged Greek calques corresponding to Latin terms, e.g. amoémapyog ‘ex-
praefectus’, omovmotog ‘ex-consul’. Of course, there should have been some genuine Greek
compounds too, which were created in analogy to, or, at least, were semantically supported by
the existence of the aforementioned Latin(ate) titles, e.g. amoemickomoc ‘ex-bishop’,
amonyovpevog ‘ex-abbot’ (unclear though, whether it is a compound or a PP because it is
attested only once in the gen. sg.). One of the very few other exceptions, alongside
amoPacihevg ‘ex-king’, that do not rely on the pattern of the Latin loans is the post-Classical
form anodovAog ‘freedman’ which continues to be attested in texts.

3> Cf. also the supposed form t0d dmonpo(mositov) from an inscription (Egypt Philae 224.p.7 (6th cent. AD)):
nopeyopévay mopt Osodociov 100 dmorpo(tocitov). But once more, it is not certain whether we are
dealing with a prepositional phrase or a compound.

3% See, for instance, the list of entries beginning with &m(o) in any dictionary of medieval Greek like Sophocles
(1888), Lampe (1961), etc. For the purpose of this study, I basically consulted Sophocles (1888) and the more
recent Lexikon zur byzantinischen Grdzitdt, (Trapp & Horandner 1993-), which focuses on the ninth to twelfth
centuries AD but partly covers the adjacent periods as well.

37 Notice once more that none of these forms is related to a cognate gmo- verbal form, which, by contrast, is
frequently the case with genuine Greek compounds.
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It looks likely that the use of such forms does not reflect the practices of the spoken
language: almost all these terms reveal some ‘artificial’ character, not only semantically (they
are basically higher status titles), but also morphophonologically: cf. e.g. the lack of any sign
of sound (vowel) changes in forms like amoérnopyoc (but aménopyog t00), AMOENIGKOROC,
GLTIOT YOV LLEVOG, etc.

By contrast, we hardly find any traces of a similar use of amo- as ‘former’ in compounds
referring to titles/offices from texts of the (vernacular) literature of the following period, i.e.
from the twelfth century AD onwards.”® We find émo- being used instead with animate nouns
and having the more standard Greek meanings of ‘complete(d), very, finished-off® (e.g.
amoAryvog (: vroAyvog) ‘very thin’, amodoxipog ‘well tried, tested’); ‘non-, away, off-> (e.g.
amocvvaymyog ‘expelled from the synagogue (originally)’); ‘un-, non- (like o- privativum)’
(e.g. dmdeihoc ‘unworthy friend’).** However, the line of genuine Greek &mo- ‘former’
compounds going back to dmootpdtnyoc was not interrupted altogether: cf. the post-
classical/medieval omodovlog ‘freedman’ above (LSJ, s.v.; Lampe 1961: s.v.; Sophocles
1888: s.v.).

These vernacular meanings derived from the original meaning of ano ‘from... (into)’
which later on took on the meaning of ‘after, resulting (from), etc.’: cf., for example,
contemporary (post-12th cent. AD) vernacular words like anotvpov ‘skim-milk cheese, cream
cheese’ ((liter.) ‘the after-cheese’), etc. That meaning of amd might be etymologically linked
to the ‘technical’ meaning of ano ‘former’, which also derived from a meaning ‘from (the
(previous) class, office of)...’, but there is still some small, yet clear, semantic distinction.
This semantic differentiation explains why we no longer find ano ‘former’ in titles of the
vernacular language as it happened with terms of the nomenclature from the previous period.

Thus, it seems that the meaning ‘former’ for ano in compound titles of the medieval
language reflects the influence of the Roman nomenclature. However, there is also some
Greek substrate from an earlier period which enabled the coining of these compounds: in any
case, the meaning ‘former’ for ano is very close to two of its other more common meanings:
‘one from the class of...” and ‘non-’ (= - privativum).

4. Conclusions

In conclusion, the abN and exN forms in the Greek papyri reflect the introduction of
significant Latin lexical material during the Roman and early Byzantine periods. But unlike
other genuine Latinisms, either simplicia or composita, these forms entered Greek after some
morphosyntactic modification, i.e. as univerbations.

3% Cf. the list of entries beginning with ¢r(0)- in Kriaras (1968-).

3% Similarly, ex ‘former’ never became popular in the colloquial Latin(ate) language(s) during the middle ages
and had to wait until the seventeenth century AD to see its ‘revival’ (Véddnanen 1973: 665ff.).
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The abN forms of the papyri correspond to rather low-register Latin — cf. the
‘ungrammatical’ features, the very poor representation of these forms in the Greek inscriptions
and literature — and lived on in Greek for as long as there was some presence of Latin and/or
use of names/titles of Roman institutions around (i.e. mid-7th cent. AD, in Egypt). Such odd,
yet innovating, ‘univerbations’ could flourish in an environment of bilingualism, but had
difficulties in infiltrating the spoken Greek language, especially after they became
semantically obsolete or were replaced by other terms, even within Latin itself (normally by a
form in the genitive or an adjective). However, their occasional tendency to adapt to the rules
of Greek morphology (cf. e.g. afaxtny, the frequent use of -tng instead of -tic, the
employing of -1¢ instead of -1fovg in afpePic, etc.) indicates that this was not impossible
from a morphological point of view.

On the other hand, the exN forms seem to have been very rare in Greek (¢€xevivplav)
since they were normally replaced by the ‘semi-calque’ anoN compounds. The fact that at the
very time that ex was undergoing its morphosyntactic (preposition — adverb) and semantic
(‘from’ — ‘former, ex’) changes the use of Latin in the East was in sharp decrease must have
played some role too. On the other hand, the ‘semi-calque’ anoN compounds lived on (as a
type, not necessarily the very forms we find in the papyri) and seem to have exerted some
influence on medieval written Greek, basically in the coining of terms of the higher status
nomenclature. But as it is also the case with ex in medieval Latin, the use of the dmoN
compound forms in Greek, meaning ‘former’ or ‘(one) from the class of...” and lacking a
cognate Greek verbal compound form, seems to have been rather limited, if not marginal.
These forms seem to not have succeeded into becoming a really functional and broadly used
part of the spoken language during the middle ages and later.

From a more general point of view, the Latinate univerbations we have examined here as
well as their loan translations show a different, less well-known aspect of the relationship
between the two classical languages. Spelling, in particular, plays an important role, reflecting
current linguistic changes, e.g. in Greek phonology (itacism, etc.). At the same time, the anoN
‘semi-calque’ compounds display the extent of continuity with both the earlier and later stages
of Greek.
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The Typology of the Dual in Homer

Nicholas Hillyard

1. Introduction

1.1. The Problem

In comparison to other aspects of Homeric language, the study of the dual has been somewhat
neglected. Since the turn of the century only a handful of philologists have tackled it in any
detail, notably Cuny (1906), Meillet (1922), Wackernagel (1916), Schwyzer & Debrunner
(1950), Chantraine (1953-1958), Gonda (1953) and Diver (1987). The problem which mainly
concerns these scholars is that when referring to two things the dual and plural are both used
but with no obvious pattern. This can be clearly seen in the following examples:'

(1)

2)

el 6d1v 10.de mavto Tudoloto popvouivouy,

ot mepl uev PovAnv Aovodv, nept &’ £o1e poyesdor.
A \ ’ s ¥ \ ’ > \ > A

oMo Tideoy ™ aUe® OE VEWTEP® EGTOV EUETO.

‘...if they learnt of all this quarrelling [du. participle] between you two [du. pronoun],
who [pl. relative pronoun] are [2pl verb] the best of the Danaans in counsel and the
best at fighting. No, you must listen to me [2pl imp.], since both of you are [2du verb]
younger [du. adj.] men than 1.

(Iliad 1.257-59)

doww &’ 0V dvvauat 18eety KooUNTOPE AodV,
Kaotopa 9 innddopov kot mo€ dryodov ToAvdevkeo,
OVTOKOGTYVITO, TM LOL U0 YELVOITO WHTNP.

1 ovy eonéoiny Aokedaipovog €€ epoteviic,

TN 8eVpw UEV EMOVTO VEEGS VI TOVIOTOPOLGLY,

VOV adT’ ovK £3¢Aovst pdyny katadOpevor avdpdv,

‘But there are two [du. adj.] marshals [du. noun] of the people I cannot see, Kastor the
horse-breaker and the boxer Polydeukes, my own brothers [du. adj.], born with me to
the same mother. Either they did not join [3du verb] with the others from lovely
Lakedaimon, or they [3pl verb] did come here in sea-faring ships, but now do not
want [3pl verb] to enter the fighting, ...’

(Iliad 3.236-41)

"I have used the Oxford Classical Text (Monro & Allen 1902) of the Iliad for all textual work.



The Typology of the Dual in Homer 63

It seems surprising that body-parts referring to natural pairs appear more often in the plural
than the dual.” We also find mismatches of agreement between nouns, verbs, participles and
adjectives referring to two things, such that four combinations of noun and verb agreements
can be found in /liad 1-12:

(3) Jooe 8¢ ot mupl AomeTOOVTL £1KTNV
‘Her eyes [nom. du.] shone [3du] like blazing fire.’
(lliad 1.104)

(4) 80w 8¢ o1 vigeg NoV
‘There were [3du] two sons [nom. pl.](belonging to him).’
(Iliad 5.10)

(5) §bm & Ny\Topec oo
‘There were [3pl.] two leaders [nom. pl.].

(Iliad 4.393)

(6) 0p’ Inno tAnEavte yopoi Baiov év kovinot
‘His horses [nom. du.] kicked him over [3pl] and trampled him into the dust on the

ground.’
(Iliad 5.588)

1.2. Secondary Literature

None of the philologists mentioned above provide a satisfactory solution: a) to the synchronic
problem of the lack of obvious pattern to the use of dual and plural referring to two things, and
b) to the diachronic problem as to how Homeric language reached the state where it still had a
dual but that dual was used ‘irregularly’. All except Diver ultimately conclude that there is no
discernible pattern to the use of the dual and it is used completely irregularly, but they do
make a number of useful suggestions along the way.’

Chantraine (1953: 22) and Meillet (1922: 147) believe that the poet was guided in his
use of the dual or plural by what forms were metrically possible in the hexameter line. This
seems perfectly reasonable, but cannot be the only cause of the mixture of duals and plurals,
as there are many lines in the //iad where a dual and plural would be completely metrically
equivalent. For example, in /liad 1.328, if the poet had chosen to use the plural, then the form

*In Iliad 1-12 there are 3 instances of the dual of the noun &pog and 25 instances of the plural.

3 Diver’s solution is that the dual in Homer does not express duality, but rather focus. This however leads to
some extremely awkward argumentation. For example, according to his theory, body-part nouns are more
likely to be in the plural as they are always of subordinate interest. This however forces him to unconvincingly
explain the use of the dual in 0coe as due to the noun never being used to mean ‘eyes’ but rather ‘windows to
the soul’.
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Txovto would have had the same metrical pattern as the dual 1césdnv which actually appears
in this line:

(7 -00|]- OO0|-001- -|1-00- x
Mupudovav 8 ent e kKAlolag kol vijog tkésdny.
‘They [the two heralds] came to the huts and ships of the Myrmidons’
(Iliad 1.328)

Similarly in the nouns, the o-stem and a-stem nominative plurals -ot and -0t are metrically
equivalent to the o-stem and or a-stem nominative-accusative duals -® and -@.

Chantraine (1953: 24-5) and Schwyzer & Debrunner (1950: 48-9) suggest that there also may
be semantic distinctions between the dual and plural, with the dual used for things which form
a definite pair and the plural used for things which happen to be a pair by chance. This
however can be disproved quite easily — the dual 1s used to refer not only to the two (only)
sons of Molion, Kteatos and Eurytos but also to the two (of the many) sons of Priam, Helenos
and Deiphobos:

(8) xot v kev Aktoplove MoMove nald’ adamoéor
‘I would have killed the two sons of Molion, grandsons of Actor.’
(Iliad 11.750)

(9) vie §Vo IMpropolo
‘the two sons of Priam’
({liad 12.95)

To explain how the dual came to be used ‘irregularly’, Chantraine (1953: 27) and Meillet
(1922: 150, 153, 163) both suggest that during the final phase of composition in Asia Minor,
Ionic-speaking poets (who did not use duals in their own dialect) did not understand the
inherited Aeolic dual forms and hence either used them as a kind of archaic plural or replaced
them with plural forms which they knew.

1.3. A New Approach

In this article I use a hitherto unattempted typological approach to find a pattern to dual usage.
My findings enable some interesting conclusions to be drawn about the nature of Homeric
language and the development of Greek.

2. Typology

A cross-linguistic examination and construction of a typology for dual usage reveals a number
of points relevant to the problem of the dual in Homer.
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2.1. Different Types of Dual Usage

In languages which use the dual, it can be either obligatory or facultative (Corbett 2000: 42).
In languages such as Sanskrit, the dual is obligatory, i.e. it is regularly used whenever
reference is made to two entities. However, in Slovene, a modern South Slavonic language, it
is facultative. This means that the dual may be used when referring to two things in Slovene
but does not have to be. In fact, dual forms are normally used in pronouns and verbal forms,
but in noun phrases which refer to two things (such as body-parts which refer to natural pairs),
a dual is only used when the quantifiers ‘two’ or ‘both’ are stated, being replaced by the plural
if the quantifier is unstated, for example (Priestly 1993: 440-1):

(10) noge me bolijo
foot;PL 1SG:ACC hurt:PL
‘my feet hurt’

2.2. Animacy Hierarchy

Cross-linguistic typological examination of number generally (and some other grammatical
phenomena) has led linguists to construct a hierarchy known variously as the animacy
hierarchy, the extended animacy hierarchy, the topicality hierarchy or the personal hierarchy,
which was first described by Silverstein in a 1973 article (published in 1976).’

The hierarchy was first proposed to account for data in different languages regarding the
way they mark number values. Smith-Stark (1974), for example, one of the earliest modern
proponents of the hierarchy, notes that in Georgian, if the subject is plural and denotes an
animate, the verb will be plural, but if the subject is plural and denotes an inanimate, then the
verb will be singular. Thus Georgian nouns are split in the way they mark number between
animates and inanimates.

There 1s indeed good cross-linguistic evidence for a split between animates and
inanimates in languages other than Georgian. This can be clearly seen in Marind, a language
spoken in southern Irian Jaya (Drabbe 1955: 18-20; Foley 1986: 82-3). Marind has four
genders — gender 1 for male humans, gender 2 for female humans and animals and genders 3
and 4 for inanimates. Genders 1 and 2 both have plural agreement forms whereas genders 3
and 4 do not. Mundari, a Munda language of East India, shows a similar phenomenon. Verbs

* MacDonell (1927: 180) (of Sanskrit) ‘The dual number is in regular use and of strict application, the plural
practically never referring to two objects’; Diver (1987: 103) ‘In Sanskrit, if there are two of something,
whatever it is, the structure gives no option but to use the dual’.

> See Silverstein (1976: 112-71). The work of Silverstein inspired Smith-Stark (1974) who actually claims that
predecessors to the hierarchy can be found earlier in the work of Forchheimer (1953: 12-13) and de la Grasserie
(1886-7: 234-7).
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agree in number down as far as animate nouns, but not with inanimates (Bhattacharya 1976:
191-2).

Other languages provide evidence for further splits in number marking. For example
Mayali, a Gunwinjguan language of western Arnhem Land, Australia, shows a split between
human and non-human. In Mayali number is normally marked on the verb in agreement with
nouns denoting humans and a few other higher beings such as spirits, but this is not the case
for non-humans (Corbett 2000: 58; Evans 1995: 213 for a more detailed exposition).

Further refinements to the animacy hierarchy can be made depending on the language in
question. For example, in Manam, a language spoken off the North coast of Papua New
Guinea, an additional category between human and non-human animates must be created,
since Manam nouns have dual and paucal® forms only for humans and higher animals, for
example pigs, dogs, birds, goats, horses and other large animals (Lichtenberk 1983: 110).

There is also a case for languages splitting the way they distinguish number in terms of
kin as opposed to non-kin human. For example, Kobon, a language spoken in Papua New
Guinea, distinguishes number in personal pronouns (all three persons) and in nouns denoting
kin (Davies 1981: 147-8, 154). Maori nouns show a similar pattern (Bauer 1993: 353-4, 371,
593).

This evidence has led to linguists’ construction of the hierarchy, a continuum composed
of three different but related functional dimensions: Person (first, second > third),
Referentiality (pronoun > proper name > common noun) and Animacy (human > animate >
inanimate), starting with the speaker as a point of reference:

speaker (first person pronoun) > addressee (second person pronoun) > third person (i.e.
pronoun) > kin > human > animate > inanimate’

To clarify what words each of the categories of the hierarchy might contain, ‘Ajax’ and ‘son’
would be in the kin category, ‘man’ in human, ‘horse’ in animate and ‘gate’ in inanimate.®

The animacy hierarchy applies to the number systems of almost all natural languages we
know, including those with a dual as part of their number system. For example, in the
following graphs I will first represent the range of the plural in some of the different
languages mentioned above, illustrating its range according to the animacy hierarchy —
Sanskrit (plural always used to refer to more than two entities whatever the animacy of the

% The paucal is a number category used in some languages to refer to a few things (less than the plural but more
than the dual (2 things) and trial (3 things)).

7 There are minor differences between the hierarchies of various authors. I have used Corbett’s (2000: 56)
animacy hierarchy here.

¥ See §3 for further discussion of which nouns fit in which categories.
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noun in question), Georgian (which uses the singular for inanimates, but the plural for
everything else) and Maori (where the range of the plural only extends to pronouns and kin):

(11) Sanskrit
1 > 2 >3 > kin > human > animate > inanimate
plural ]

(12) Georgian
1 > 2 >3 > kin > human > animate > inanimate
plural ]

(13) Maori
1 > 2 >3 > kin > human > animate > inanimate
plural ]

The range of the dual can then be compared to that of the plural on the same graph. Example
(14) shows that the range of the dual and plural is the same in Sanskrit:

(14) Sanskrit
1 >2 >3 > kin > human > animate > inanimate
plural ]
dual ]

However, in a language like Arapesh (spoken in Papua New Guinea) there is only a
singular/dual/plural distinction in first person pronouns. This can be represented on the
animacy hierarchy as follows:

(15) Arapesh
1 >2 >3 > kin > human > animate > inanimate
plural ]

dual ]

In Maori, there is a distinction between singular/dual/plural only in the pronouns:

(16) Maori
1 >2 >3 > kin > human > animate > inanimate
plural ]
dual ]

Languages such as Slovene, where the dual is obligatory for pronouns, but facultative for
nouns, are represented according to the animacy hierarchy as follows:
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(17) Slovene
1 >2 >3 > kin > human > animate > inanimate
plural ]
dwal ]

2.3. Minor Number

The range of the dual in almost all languages obeys the animacy hierarchy. There are however
a few exceptions, for example Modern Hebrew and Maltese.” In Hebrew, there are severe
restrictions on the usage of the dual: it is only available for about twelve nouns and can only
be found in noun morphology, not in verbs. This means that if a subject noun is in the dual
then its main verb will be in the plural, as the following examples show (Corbett 2000: 95):

(18) ha-yom favar maher
DEF-day pass. PAST.3.SG.MASC quickly
‘The day passed quickly.’

(19) ha-yom-ayim  favaru maher
DEF-day-DUAL pass.PAST.3.PL quickly
‘The two days passed quickly.’

(20) ha-yam-im favaru maher
DEF-day-PL  pass.PAST.3.PL quickly
‘The days passed quickly.’

All the nouns which have dual forms are primarily measures of time (inanimate nouns), but
not all ‘measure-of-time’ nouns have a dual and in those that do the use of the dual is
facultative. This leaves us with a range of the dual and the plural according to the animacy
hierarchy as represented in example (21), which is theoretically impossible.'’

(21) Modern Hebrew
1 >2 >3 > kin > human > animate > inanimate
plural ]
dual [ ]

In Maltese some thirty-two nouns have a distinct dual and plural. Of these nouns, the dual is
obligatory in eight and facultative for the rest. They all denote inanimates, being old Maltese
nouns of weights, measures, food items and expressions of time and number. Other nouns do
preserve dual morphology, but retain it in place of the plural which has been lost. Maltese
therefore is represented on the animacy hierarchy as in example (22):

? Biblical Hebrew shows the same peculiarities as Modern Hebrew in its number system.
1% According to Corbett (2000: 92-4) the range of the dual or plural must start at the top end of the hierarchy.



The Typology of the Dual in Homer 69

(22) Maltese
1 >2 >3 > kin > human > animate > inanimate
plural
dual L ]

A number of proposals have been put forward as to why Maltese and Modern Hebrew do not
conform to the animacy hierarchy. Plank suggests that the criterion for distinguishing which
nouns are eligible for dual marking and which not is whether they denote natural pairs (Plank
1989: 309-10; Corbett 2000: 96)."" This explanation however is clearly inadequate for the
Hebrew data: in example (19) above, the word for ‘day’ was in the dual and yet ‘days’ in no
way form natural pairs. Corbett’s solution is to categorise the duals of Hebrew and Maltese as
so-called Minor Numbers (Corbett 2000: 97-101)."* He contrasts these Minor Numbers, which
do not adhere to the animacy hierarchy and behave in a typologically peculiar way, to Major
Numbers, numbers which do behave typologically. Though Minor Numbers require a
relaxation in the typology, they do not vary without limit — Corbett proposes three constraints
to which they adhere.”’ The obvious problem with Corbett’s Minor Number Theory is that it
completely fails to provide convincing reasons as to why some languages have Minor Number
and others do not. Minor Number is not a solution to the problem, but merely a synchronic
label for all the languages which do not conform to the animacy hierarchy. It would be much
more interesting and informative to carry out a diachronic study of these languages. Clearly
Hebrew and Maltese have at some stage lost various dual forms, resulting in the present
typologically peculiar system. It is possible that a diachronic investigation would reveal an
intermediate stage in the development of their number systems when Major Number becomes
Minor Number, when the animacy hierarchy would not work at all."*

3. Statistics

If we apply these typological patterns of dual and plural usage to data from a statistical
analysis from Iliad 1-12, then the results show that there is a definite pattern to the use of the
dual and plural in Homer while also raising a number of other interesting issues. The
following tables show statistics comparing dual and plural usage referring to two things.

Tables 1 and 2 show the raw counts and percentages comparing the total numbers of
duals and plurals used to refer to two things in various grammatical categories in lliad 1-12.

"' For further discussion of this unusual behaviour of languages like Maltese see Plank (1996).
12 Corbett claims that this is an improvement of his earlier account (1996).

1 See Corbett (2000: 97-100). There is insufficient space to describe the constraints in detail in this article —
they are simply descriptive and not prescriptive, and consequently not particularly helpful.

' As far as I can gather from Corbett and others, a diachronic study of languages which display Minor Number
has yet to be carried out. See §4 for further discussion.
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Table 1: Dual/plural raw counts

Grammatical Dual Plural Total
Category

Nouns 85 288 373
Pronouns 92 26 123
Verbs (free choice) " | 50 15 65
dVw/8Vo + noun 29 10 39
aue® + noun 5 - 5

Table 2: Dual/plural percentages

Grammatical category Dual % Plural %
Nouns 23 77
Pronouns 75 25

Verbs (‘free choice’) 77 23
dVvw/dvo + noun 75 25

OUE -+ noun 100 -

On their own, these tables merely confirm the initial problem (as stated in §1.1.): that a
mixture of duals and plurals are used to refer to two things in Homer. Tables 3 and 4 however
prove there is a pattern to this usage. Table 3 shows the statistics for dual and plural nouns and
pronouns referring to two things split into categories according to the animacy hierarchy. In
my analysis, I have basically used Corbett’s (2000: 56) animacy hierarchy, but have kept the
animacy categories mutually exclusive, i.e. kin, non-kin human, and non-human animate'®. It
should be noted that I have placed the body-part nouns in the inanimate category. Although
they are part of a human being, in my sample they are almost never considered as animate
beings in their own right, but rather as tools of an animate, as any other inanimate object
might be, e.g. in the famous formula ©080c oxvg AxiAlevg ‘swift-footed Achilles’ (1.58
etc.).'” I have included all Proper Names in the kin category, following Dixon’s argument that
since your kin are the people you (in theory) know best and the better you know a person, then
the more likely you are to know their personal name (Dixon 1979: 85).

' See paragraph below table 5 for an explanation of ‘free choice’.

' Contrast Corbett’s categories, where the category Kin includes all nouns of that category and lower on the
scale and so on (cf. Dixon 1979: 85).

"7 Cf. Snell (1948: 5) who writes that in Homer the body is not considered an animate whole, but rather an
assembly of pieces, e.g.yvio, uélea etc.
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Table 3: Nouns and pronouns categorised by animacy, raw counts'®

Number | Pronouns Kin/ Non- Non- Inanimate
1 2 3 Proper | kin human
Names | Human | Animate
Dual 16 11 65 30 16 15 24
Plural 3 2 26 19 14 76 179
Total 19 13 91 49 30 91 203

Table 4: Nouns and pronouns categorised by animacy, percentages

Number | Pronouns % Kin/ Non- Non- Inanimate
1 2 3 Proper | kin human %
Names | Human | Animate
% % %
Dual 84 85 71 61 56 16 12
Plural 16 15 29 39 44 84 88
Total 100 100 100 100 100 100 100

These tables illustrate clearly a strong trend that the higher up the scale of the animacy
hierarchy the noun (or pronoun) is, then the more likely the dual is to be used. Conversely, the
lower down the scale the noun, then the more likely the plural is to be employed.

Table 5: Distribution of dual/ plural in verbs

Number Total % Free choice of | %
dual/plural

Dual 89 46 50 77

Plural 106 54 15 23

Total 195 100 65 100

In lliad 1-12, there are 195 verbal forms referring to two things. Of these, 89 are dual and 106
are plural, representing a 46 to 54 percent split. However, to gain statistics whereby we can
judge whether verbs adhere to the animacy hierarchy, it is necessary to compare dual and
plural usage only for verbal forms which are in lines of the //iad where the poet had a true
choice between a dual or plural form as far as the metre and morphological forms are
concerned. For example, a dual form like éromootnyv does not fit into a hexameter line,
whereas the corresponding plural form énoinoav does.”” In addition, the dual is missing
certain forms which can be found in the plural, for instance we do not find any first person
indicative dual forms, and in /liad 1-12 there are no optative and only two subjunctive duals.”
This suggests that the poet either had no choice (as in the case of the first person indicative
and optative) or was strongly inclined to use the plural in preference to the dual (as in the
subjunctive).

'8 5% test proves that the pattern of these statistics is significant, with a P value of 3.7x107* (less than the
mandatory 0.01).

' The dual form would scan (0) — — O —; the plural form would scan (0) — — x.
%% The two subj. duals occur in the same line un o pév Selcavte pathoetov, 008’ EdéAntov (Iliad 5.233).
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4. Conclusion

Chantraine, Schwyzer & Debrunner, Cuny, Meillet, Gonda and Diver struggle to solve two
problems regarding the dual in Homer: a) they were unable to find a synchronic pattern to its
use, concluding that the dual and plural employed to refer to two things are used completely
randomly and incoherently, and b) their diachronic explanations of how the dual developed
from a regular use in Proto-Greek (as we can deduce from its regular early usage in a number
of dialects such as Mycenaean, Elean, Arcadian and Attic) to its partial use in Homer, are also
unsatisfactory. In this article I show that a new approach to these problems involving the use
of typology is helpful.

4.1. The Synchronic Problem

The dual and plural forms referring to two things (in //iad 1-12) show a clear pattern when
analysed according to the categories of the animacy hierarchy.

For nouns, the higher up the hierarchy the noun, then the more likely the dual is to be
used; conversely, the lower down the hierarchy the noun, the more likely the plural is to be
employed. This is not an inviolable rule but a general trend, as shown by several instances of a
plural being used in proper names or kin nouns referring to two entities, for example Atpeidou
(Iliad 1.17), Alovteg (Iliad 7.164) or vigog (Iliad 5.148), beside duals being used to describe
a pair of inanimate objects, for example dovpe (Iliad 3.18), or body-part nouns, for example
oocoe (Iliad 1.104) and ouw (lliad 2.217).

In all versions of the animacy hierarchy, pronouns occupy the top segments but there is
some disagreement about ordering. Corbett (2000: 56)*' proposes that their ordering should be
first person, second person, third person, as they become progressively ‘further’ from the
speaker who is taken as an initial point of reference. Dixon (1979: 85), however, splits the
pronouns with first and second persons as equal on the hierarchy and the third person lower
down. His reasons for doing this are understandable: the first and second persons refer to the
speaker and the addressee, whereas third person refers to another entity. The entity referred to
by a third person deictic or pronoun is almost the same ‘distance’ from the speaker as if an
entity were referred to using a proper noun.” My statistics for pronouns follow the hierarchy
of Dixon more closely. There is a very similar percentage of duals in the first and second
persons (in a study such as this a difference of 1% can be considered insignificant) while the
third person pronoun has a greater percentage of plurals when referring to two things, but is
nonetheless still higher up the hierarchy than the most animate category of nouns, Kin/ Proper
Names.

2! For the Corbett hierarchy, see §2.2 above.
*2 For a fuller discussion see Corbett (2000: 61-6).
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If we compare dual and plural usage only for verbal forms where the poet had a ‘free’
choice between a dual or plural form, i.e. where metrical and morphological factors do not
come into play, an analysis according to the animacy hierarchy produces a split of 77% to
23% in favour of the dual. This would place them at the top end of the hierarchy (pronouns
average 75% dual usage across the three persons). One could argue that this is entirely to be
expected: in a language like ancient Greek where the person is encoded in the verbal ending,
verbs could be included at the top end of the hierarchy under the first, second and third person
categories. However, Corbett, Dixon and Smith-Stark apply the animacy hierarchy only to
nouns and pronouns and many languages do not encode person in their verbal ending, e.g.
English.”

To return to the examples used to state the problem in §1.1., the majority of dual and
plural usages can be explained according to the pattern I have found. For example, in the
passage Iliad 1.257-9, due to their position high in the animacy hierarchy, we expect the
pronouns and verbs referring to two things to be in the dual, e.g. in line 257 the dual pronoun
ce®iv and dual verb papvouevouy and in 259 the verb €é510v. The dual adjective venteépw in
259 refers to an animate and is therefore more likely to be dual. There is no dual relative
pronoun, which explains the use of the plural ot. We might expect a dual verb £€6tdv in line
258, but this would not fit the metre, so the plural ¢ot€ is preferred. The discovery of any
synchronic trend to the use of the dual and plural has some very important implications.
Traditionally, Homeric language has been viewed and analysed as an artificial poetic
language, a Kunstsprache. I am however able to demonstrate that with regard to number at
least it shows patterns which we might expect to find in a natural language. Perhaps certain
forms of the dual were more alive and better understood in the final phase of composition than
is generally thought.

4.2. The Diachronic Question

Does typology help us solve the problem of how Homeric language reached the state where a
mixture of duals and plurals are used to refer to two things?

Typological analysis reveals several different types of number system which include the
dual. Most natural languages, for example Sanskrit, Slovene and Maori, adhere to the
principles of the animacy hierarchy in their marking and splitting of number (§2.2). A few
languages, such as Hebrew and Maltese, do not pattern according to the animacy hierarchy.
This has led to their being labelled differently (Corbett, as I mentioned in §2.3 calls them
Minor Number) and not much in the way of detailed work, particularly a diachronic study,
seems to have been done on these languages. Various languages used to have the dual but
have now lost it totally and again obey the principles of the animacy hierarchy (English and

 There are of course many languages which do encode person in verbal endings, e.g. Greek and Slovene (see

§2.1.).



74 Nicholas Hillyard

Russian, for example, show morphological remains of the dual, but have lost it completely as
a category). Homeric language however is unique among the languages I have come across in
that it does not adhere completely to the animacy hierarchy, but shows a definite trend
according to its principles.

Minor Number languages like Hebrew and Maltese have clearly at some stage lost
various dual forms, resulting in the present typologically irregular system. The way in which
earlier philologists labelled Homeric language as ‘incoherent’ and ‘patternless’ is remarkably
similar to the way in which Minor Number languages are more-or-less abandoned by modern
linguists. Perhaps the animacy pattern we see in the Homeric dual and plural reflects an earlier
stage in the loss of the dual category than we see in these Minor Number languages. From an
original state where Homeric language had a regular use of the dual (cf Sanskrit), the plural
came to be used for a few inanimate nouns which referred to two things. Gradually the plural
became more prevalent and was also used for nouns in higher animacy categories, e.g.
animates and humans. Due to the fact that the language was not really spoken (except perhaps
in poetic recitations), a certain amount of contamination and poetic licence has left the
dual/plural usage referring to two things in its present state, with the animacy hierarchy rules
still evident but reduced to a trend.

What other evidence is there to support this hypothesis? In its present state Homeric
language seems to have relatively few inanimate nouns, apart of course from the body-part
nouns, in the dual. One of these nouns is doVpe, which is used five times in lliad 1-12: 3.18
(with SV kexopvduéva), 10.76 (with Vo), 11.43 (with dvw), 12.298 (with 8vo), 12.465
(with do1d). Since the unmodified noun appears in none of these instances, it seems that in the
inanimate category the use of the dual is encouraged or preserved by the modifier and that
apart from the body-part nouns (which appear unmodified in the dual, e.g. 6cce and OU®),
there are actually no instances of inanimate nouns in the dual without a special conditioning
factor. This might indicate that in Homeric language the plural was beginning to erode the
inanimate category. One problem with this theory must be addressed: we might expect nouns
which are modified by a numeral to be the ones to be most likely to change into plurals, given
that the idea of duality is already stated in the modifier. However, as mentioned in §2.1,
typologically the opposite situation is actually quite common — Slovene and some other
languages require a modifier to use the dual.

As I have mentioned above, it is possible that the Homeric situation represents an earlier
stage in the loss of the dual category to the one seen in Minor Number languages. But how can
we explain the fact that the remains of the dual in these languages are found in nouns at the
bottom end of the animacy hierarchy? A deeper investigation than is possible in this study of
the diachronic change involved in Minor Number languages would be necessary to draw any
firm conclusions. However, two solutions seem plausible: a) facultative dual usage (as in
Homer) was gradually eroded from the bottom end of the hierarchy until the dual category had
been almost completely eliminated. Some peculiar quality of the nouns that remain lead to the
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dual forms being preserved and fossilised, or b) since number is marked more consistently at
the higher end of the animacy hierarchy, it is possible that replacement of the dual actually
started there, spreading only partially down the scale, and leaving the remains we see in
languages such as Hebrew and Maltese.
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Some Personal Names from Western Crete!

Richard Hitchman

1. Pre-Greek Names on Crete?

We learn from a celebrated passage in the Odyssey (19, 172-177) that early Crete was multi-
lingual.

(1) Kpnn 11 yo €ott, uéc@ Vi 01vomt TOVTQ,
KOAT KOl TTLeLpaL, TePippuToC €V & dvipmmot
TOAAOL, GTELPEGTIOL, KO EVVIKOVTOL TOANES -
0AAN &’ OAL®V YADGGO LEUTYIEVT €V HEV Ayoitol
ev &’ Eteoxpnrteg peyoAntopeg, v 0e Kudmvec,
Awpiéec e Tpuydikeg dlot te [lehaoyol -

Kydonia is in Western Crete, and it would not have been surprising if the author of this
passage knew of the survival of a non-Greek language there, or at least of a tradition that there
had been one. In the period from about 2000 to 1200 BC three pre-alphabetic scripts were in
use on Crete: Hieroglyphic Cretan, Linear A and Linear B. Linear B was used to write
Mycenaean Greek (about 1400-1200 BC). The first two were used to write unknown
languages, and it would have been quite possible for such a language to have survived in the
Kydonia area.

The Linear B tablets include many personal names, some obviously Greek, some clearly
non-Greek. The ‘shepherd tablets’ on Crete may show that ‘shepherds’ with mostly ‘pre-
Greek’ names served ‘collectors’ with mostly Greek names (Baumbach 1987; Ilievski 1992).
The obvious social model is Saxons and Normans.

In the Dark Ages (about 1200-700 BC) writing was forgotten on Crete and Doric-
speakers gained control of the island. Social groups are conservative in retaining personal
names. The questions that I wish to address here are: were pre-Greek names preserved by
word of mouth through the Dark Ages, after writing was forgotten, into the alphabetic period?

"1 should like to thank the following people for help with my research: my Oxford supervisors Prof. A.
Morpurgo Davies and Dr. J. Penney; Mr. P. Fraser and Mrs. E. Matthews of the Lexicon of Greek Personal
Names project; my former fellow-student Dr. 1. Déttinger; and Mr. D. Miles of Oxford University Computing
Services. A version of this paper was first delivered in Athens at the Colloque international nommer les
hommes: onomastique et histoire dans |’ Antiquité classique, 19-21 décembre 2002 and will appear in the
proceedings of that conference.

2 ‘There is a country called Crete, in the middle of the wine-dark sea, beautiful and rich, surrounded with
water; and in it there are many men — countless — and ninety cities; and one language is mingled with others;
Achaeans are there, and so are brave Eteocretans, and also Kydonians, Dorians with their three clans, and noble
Pelasgians’ [my translation].
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If so, does that imply the survival of a pre-Greek language? Were bearers of any such names
in the alphabetic period in an inferior position in society?

2. A Group of Names Without Etymology: Taoxog etc.

A good starting point is to ask whether the names beginning with Took- fit into the category
of surviving pre-Greek names. Olivier Masson (1985: 196) drew attention to them in an article
published in 1985.° They are: Tookddog, Taokowvadog,' Taokovvddoc, Taokiddoc,
Taocxic, Tooxouévne, Taokxoc, Taoxvdoc, Tackve. According to Masson they were
‘surement... d 'un élément herité du substrat préhellenique’.

To examine whether these names are indeed, as Masson suggests, from a pre-Greek
substrate, it will be convenient first to summarise their distribution. There are twenty Cretans
whose names begin with Took- (‘Tasks’): all but one are from Western Crete, fourteen from
Polyrrhenia. Elsewhere, I know of two men named Taockoc in Sparta and one in the
Cimmerian Bosporus, two men called Tackopévng from Magnesia,” and two people called
respectively Aacokadog and Aockadog in Locris. We are justified in taking Aoc(c)kadog as
a variant of Taokadog, because Aocoxadag and one of the two Cretans called Tockadog
each had a son called YrepBaAAimv and it seems clear, given the Greek habit of alternating
names between generations in the same family, that there must be a cultural, if not outright
family, connexion between the two sets of names. There is one Aackwv in Syracuse, whose
name Bechtel (1917: 551) derives from a place name. So Tasks are centred on Polyrrhenia,
and the name seems to be of Western Cretan origin.

What evidence is there that these names are pre-Greek?
(1) Taox- has no known Greek etymology.

(2) We have the variants: Taoxig, Taokog, Taokvc. Taock- does not form compound
names, except for the isolated example of Toskougvng, which is late (the dates of the
two Cretans so named are: one late third century BC, one first or second century AD.
The men from Magnesia are attested in the early second century BC). Simple Greek
names do not generally alternate between -o¢ and -vc. Bechtel (1917) gives only two
examples: Kovvog, Kovvdg and Mitog, Mitug; but Linear B -o(s) names often appear
to correspond to Linear A -i- and -u- names. It therefore appears plausible that
Tacxog is a more hellenized variant of at least one earlier, pre-Greek form, Taoxvg,
and possibly another, Taox1g.

3 Maiuri (1910: 351-54) and Scherer (1965: 60) had earlier also discussed them.
* Perhaps a variant spelling of Ta.skovvéddag (Bile 1988: 164).

> The two men from Magnesia called Taokouévng are from the as yet unpublished part of the LGPN database.
The reference is IG II* 2313, 52.
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(3) The alternation Taok-/Acick- may be significant. At the very least it shows that the
Greeks in Locris did not recognise the root as an integral part of the Greek lexicon.

(4) The names are overwhelmingly from West Crete, which seems to be an area that is
conservative with regard to personal names.

Masson did not argue for his conclusion that the names derived from a pre-Greek substrate
language; but the evidence suggests that he was right.

People (and names) of a particular ethnicity often congregate. It is worth examining the
people to whom the Tasks are or may be related. What can the evidence tell us?

3. Direct and Indirect Relations of the Tasks.

We know of people with the following names, related to the Cretan Tasks. Some are obviously
Greek: Osayevng, Mevottiog, OlovikAfc, Macivoog, YrepBaiimv, Xapuadog. Some are
less obvious: ABdioc, Attvpwg, E[.Jodo[.]oq, Apvtav, Aarmdog, ZHGOG.

In their turn Cretans with these names are related to eleven people besides the Tasks, of
whom seven have names that are not obviously Greek: Bioddoc, Aitvpoc, (cf. Attvpwc,
already encountered), Bpedkog, Opvag (which has the variations Opovog Opvadng),
[pwoiog, ZnpapuPoc (two men). If we take Cretans with these, not obviously Greek, names
and look for relations of theirs with names that are also not obviously Greek we can add the
names Xowpioc, Tvpodg,” resulting in a list of people who seem to be linked to the Tasks and
whose names we may suspect to be of non-Greek and perhaps of non-Indo-European origin.

Beside the Tasks, therefore, we know or suspect that the following people with names
that may not be Greek are related to someone whose name begins with Tock-: ABdioag,
Attvpwc/Altvpog, Bladdoc, Bpedrog, Apvtov, E[.Jodo[.Joa, Kpotwv, Aarmdoc, Opvog
(and cf. also Opovag and Opvadng), Ipwoctag, ZnpapPog, Zdcoc, Tvpwe, Xowplog.

If the Took- names are of pre-Greek origin, it is reasonable to assume that names
associated with them might have a mixture of Greek and pre-Greek names; but further tests
are needed. We expect a pre-Greek name from Crete to fulfil some at least of the following
criteria, consistent with those that have already been used for the To.ok- names.

(1) Not to have an agreed Greek, and perhaps even Indo-European, etymology
(e.g.Bpevkog).

(2) Not to be immediately translatable (but see below for Znpaufoc).

® Tupag is connected at one remove from a person with a name that is not obviously Greek: the grand-daughter
of a man called @olvog. The other Cretan bearer of this name is son of a man named Opvoic.
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(3) To show elements (suffixes, etc.) that are known to be pre-Greek, such as
-vi¥og and -cG0c.

(4) To show elements (suffixes, etc.) for which no Greek or Indo-European origin is
known (e.g. ZnpopPog) or which alternate in a non-Greek way (e.g.
Tockog/Tackvg).

(5) To have clear similarities with (preferably Cretan) mythological names of unknown
and presumably pre-Greek etymology such as Mivag, Talwg and Padauoavduc.

(6) To show restricted distribution to a limited part of Crete (e.g. the Taox- names and
their link to Western Crete).

We may now test the names of the 7asks and their relations against these criteria. Clearly the
Taox- names fit criteria (1), (2), (4) and (6). What about the names of the other people
concerned? For each name I give the number and geographical distribution of bearers, with an
indication of their dates,” followed by some discussion of the extent to which the name
matches the six criteria named above.

ABSioc. This may well be Semitic, as envisaged by Masson in his discussion of a
possible example of the name in Cyprus (1989: 161 = OGS iii.37). Otherwise, the name is
found only on Western Crete. We know of five examples (LGPN i.1; SEG XLV 1275),
including three from Polyrrhenia, dating from the third to perhaps the first century BC. The
only Greek word that it resembles is a3dn¢, which Hesychius glosses as ‘whip’. Its etymology
1s unknown, but there is no reason to believe it Asiatic (Chantraine 1968-1980: s.v.; Masson
1962a: 90, 170). The name is puzzling: if it is Semitic, it seems an odd coincidence that it
should be associated with a group of other, apparently non-Semitic names; if it is not, the
presence of the typically Semitic name-element Abd- is itself a coincidence.

Attvpwc. We know of one man with this name from Polyrrhenia, in the hellenistic
period (IC ii.138 no. 4). The name may be a variant of Aitvpoc (we know of one man from
Western Crete, in the imperial period (IC 11.307 no. 1)). The etymology is unclear, although
the -o¢ termination is reminiscent of the mythological Cretan figures Mivog and Talwg.
There are seven Cretan names ending in -og that are not obviously Greek: Attvpag, Bpotog,
Kapoidoc’, Adtoc, Mdymc, MMHpog, Tvpdc. Three (Altvpme, Kapaidwe, Tupmg) out of
seven would then be from Polyrrhenia, a remarkably high proportion.

"1 have taken my information mainly from the published volumes of the Lexicon of Greek Personal Names
(Fraser & Matthews 1987-), and my analysis is therefore based on the geographical area covered by the
volumes so far published.

¥ Masson interprets this ABdiog as an alphabetic rendering of a Cypriot syllabic name, but also envisages the
possibility that it is not local. Cf. also the Cypriot name ABS1pAkoc.

? This appears to be in the genitive case, hence perhaps should not be included here. It could be a Greek
compound with an unexpected termination. Notably, it appears on the same inscription (IC ii.248 no. 8) as a
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Tvpag. This is a hapax from Polyrrhenia, in the second to first century BC (SEG XVI
532 a; b). See under Attvpwg above for names in -wg. There is no clear connexion with the
city of Tyre, or the word for ‘cheese’, or with the Illyrian name Turus (Masson 1990: 503 =
OGS 111.83). The difficult etymology and concentration of names in -o¢ in Western Crete may
be significant. If the name is pre-Greek the formal resemblance with Attvpog may also be
significant. Linear B has a name se-me-tu-ro for a shepherd at Knosos (KN Dc 1364'%) which
it may be legitimate to treat as a compound because of the other Knosos name pi-ja-se-me
(KN As 1516.19). In that case we may be justified in seeing furo as a separate pre-Greek
name-element and names such as Attvpwg and Tvpag as continuing it.

Bioddoc. We know of two men, both from Polyrrhenia (one certainly and one possibly
in the second century BC): one the father of a TaAdvBioc. Bechtel (1917: 93, 211) analyses
this as a shortened form from a supposed *Bia-Yoog with expressive gemination; the link with
TaldvBroc would support this, but could equally well support a folk etymology. Note,
however, that Bechtel produces no evidence for compounds of Bio- rather than Blog. A pre-
Greek origin is certainly possible and favoured by the unique status of the termination: the
only other name in -10()%o¢ is Petodog from Thessaly (third century BC). Similarity to the
place-name XZxiodoc (Chadwick 1969: 84) and to the loan-word wyiodoc ‘reed mat’
(Chantraine 1968-1980: s.v.) may, but need not, point to non-Greek origins.

Bpevkog. One man from Eleutherna (Western Crete) bore this name, mentioned in a first
century BC decree from Delphi. The name recurs once in Illyria (Dyrrachium) in the imperial
period and in Macedonia in c. AD 41-48. Cyrenaica has two men called Bpovkog and there is
one in Athens. We know of one man called by the related name Bpovxiov on Amorgos and
one on Melos. Hesychius offers a gloss: Bpedxog' 1 uikpo akpic < vro Kpntdv >, ‘the small
grasshopper (Crete)’ which together with the vowel quality guarantees the Cretan origin of the
name.'' The word for ‘grasshopper’, Bpodxog or Bpedkog, may well be pre-Greek.'? If so, the
personal name could equally be pre-Greek or could be a sobriquet' taken from a nickname at
any time from the word Bpevxoc. In other words the possible pre-Greek origin of the word
does not guarantee the pre-Greek origin of the name but does not exclude it either. For
Bpedroc’s son Kpvtov see below.

Ap¥tov. We know of nine men in Crete from the third century BC to the imperial period
(LGPN ; Marangou-Lerat 1995: 134 P20).'* The one whose city is known is from Hyrtakina

man called Tdoxog. In addition there is a Cretan name Odpwc, which however might be derived from ddpcog
(Bechtel 1917: 198-99).

12 References to the Knosos tablets are as in Killen & Olivier (1989).
"' For all these names see Masson (1986: 251 = OGS 1ii.486).
> The derivation from PpOxe ‘devour’ may be folk etymology (Chantraine 1968-1980: s.v. Bpodkoc).

" By which is meant a nickname that has developed into a personal name and is borne not only by the original
bearer but also by, for example, his or her descendants.

' This includes several evidenced from Egypt, but assigned to Crete in LGPN i s.v. — surely correctly.
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in West Crete. There is one possible example in Cyrenaica. Bechtel (1917: 487) aims for an
Indo-European etymology, comparing Lith. drutas ‘strong’, and this is generally accepted
(Masson 1962b: 81 = OGS 1.37); but there is no compelling evidence that it is correct.

Kpvtwv. Eight men from Crete bore this name, from perhaps the fourth century BC
onward; of these seven were from Western Crete, including three from Polyrrhenia (one son
of a Taiokog). We know of one man in Cyrenaica (perhaps third century BC) and one man in
Egypt, in the Ptolemaic period, of Cretan origin (Robert 1963: 420; Wilcken 1899: 11.317, no.
1194). The etymology is obscure (Masson 1962b: 81 = OGS 1.37; Robert 1960: 41-2); Robert
rejects an emendation by Bechtel to Kvptov. The name is clearly from Western Crete. Note
the resemblance — not however necessarily significant — to Apvtwv. It may be relevant that
Diodorus Siculus (4, 23) tells us that in his time, divine honours were still paid to the mythical
Kputidog, supposedly a Sicanian general killed by Herakles.

Aanroog. This is a hapax from Western Crete, perhaps from the imperial period (IC ii.
235 no. 4). The name is presumably derived from an ethnic Aonnolog, built on the name of
the Cretan city Lappa. Even if the name of the city is non-Greek, the ending -alog is Greek,
and the ethnic need not have been used as a personal name in Mycenaean times.

Opvog, Opovag, cf. Opvadng. Including the variants there were sixteen men, from
perhaps the fourth century BC onward." All the bearers are from Crete, mostly from Western
Crete, and Polyrrhenia in particular. The formation is surprising: -vog names are not frequent
and one of the most common is also a mythological name: Mopovog. A connection with
opva ‘sausage’ cannot be excluded and if so the problem of the origin is similar to that of
Bpedxog. The apparently identical (except for the accent) opuva ‘tool for quarrying’ (P. Cair.
Zen. 759) may well be a different word related to opvocn ‘dig’.

[Ipwotag. This occurs once only in the third century BC from an unknown city (Milet 1
(3) 34 a, 3). It is impossible to assess and it may be a by-form of [Tpwteog or [Tpwtiog.

InpopPog. This name had eight bearers on Crete from the third century BC onward,
including six from Western Crete. The next biggest group is of six Athenians, but one was
almost certainly of Western Cretan origin.'® Note also that another of the Athenians (IG II*
5973) was the son of a ¥®cocg, a characteristically Western Cretan name (see below). One
InpoapPog was from Thera, two from Boeotia, and one each from Aegina and Tarentum.
Masson (1975: 17 = OGS 1.223) also refers to two examples from Egypt, whose origin is
unknown, both apparently from the Ptolemaic period. The name is mainly Cretan and Doric

' This includes IC ii.264 f. no. 53; the Opvag from Hermione is correctly assigned to Crete in LGPN.

' The Athenians include the Z&pouBoc mentioned in Pl. Grg. 518 b whose name was restored by Masson
(1975: 15 = OGS 1.221). Masson also refers (ibid.) to Guarducci’s attribution of Western Cretan origin to the
Athenian ZYpouBoc Hpainnov (IC ii.144). Two men with this name from Hermione are correctly assigned to
Crete in LGPN 1.405.
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but is based on a word for ‘beetle’ attested by Hesychius. This word has no Greek etymology
and is likely to be pre-Greek; it is not clear however whether it was a specifically Cretan or
Doric word or pan-Greek. The -oufoc termination found in words like S1dvpoufoc
‘dithyramb’ also points to a non-Indo-European origin. Once again the question becomes
whether the name arose in a general Greek, or perhaps Cretan, context and whether the name
1s simply a sobriquet that arose as a nickname, perhaps well after the Mycenaean period.

Y®co¢. There were 61 bearers of this name on Crete'” from the third and possibly fourth
century BC onward, of whom 16 were from Polyrrhenia and 24 from elsewhere in Western
Crete. Other bearers of this name included 25 from Attica, and smaller groups from the rest of
the Greek world, making a total of 101 outside Crete.'"® So Western Crete has more than any
other region of the Greek world, but the name is well spread. Bechtel (1917: 416-417) derives
the name from Zwot- (cf. Zoo1tédng, TwoikAntog etc.), but it is unusual to have a name in
-co¢ from a name of the tepyiuBpotog type. For example in volumes 1-4 of the Lexicon of
Greek Personal Names we find nine men named AAe&og, four named Abcog and none named
*TIelcog next to the numerous compounds of the type Ale€ikAfic, Avoinayog, [TetcrteAng. It
may be objected that the number of men named X®dcog merely reflects the popularity of
names with the ‘saving’ root, but we know of 162 men named X®coc, beside only 80 men
named Zdo1g listed in LGPN i-iv, whereas there are 94 men named Ale&ig to nine named
AleEocg, 73 men named Adoig to four named Adcog, and four men named Ileicig to none
named *Ilelicog. The proportion of -oi1g to -cog names from the same root is in fact
completely reversed in the case of Xdcog and the concentration of the name in Western Crete
is remarkable if the popularity of the name merely reflects general semantic preference. It may
well be that the name came at some time to be thought of as connected with the ‘saving’ root,
but it seems unlikely that this was its origin.

Xowptog. This is a hapax from Western Crete in the first century AD (IC ii.41, no. 4). It
has no Greek etymology, but is relatively late and not necessarily pre-Greek.

4. Possible Connections With Linear B or Linear A Names.

The obvious question is whether any of these names or name elements has plausibly pre-
Greek Linear A or B antecedents. Linear B spelling is often ambiguous, but gi-ja-fo, the name
of a shepherd from Knosos (KN Db 1140.B), could represent a predecessor of the name
Biaddog. The Linear A word, gi-ja-du, if read correctly, if analysed correctly as a personal
name, and if masculine, could be relevant (HT 84.1; Consani et al. 1999: 293).

"7 This includes men whose references are as follows: i) an uncertain reading: IC ii.259 no. 36 B; ii) Daux,
(1959: 749); iii) SEG XLVIII 1221 7, and iv) the name on amphorae (Empereur and Marangou 1992: 639-642).

'8 The group from Hermione is correctly classed as Cretan in LGPN i.
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Moreover, several Knosos Linear B names with no plausible Greek etymology end in -a-
to (cf. Bloddog) and in -a-qgo, which could, but need not, be the predecessor of -apufog (cf.
InpappPoc). There are Knosos Linear B masculine names that may not be of Greek origin,
such as Jki-nu-wa (KN B 772.2) and me-nu-wa, which is used (with a variant spelling me-nu-
a,) as a title and name in Pylos and Knosos (Aura Jorro 1985-1993 s.v.); -u-wa here could
represent a later -vag (cf. Opvog). Two Linear A words, -a-su-pu-wa (ARKH 2.5) and ko-a-
du-wa (TY 3a.5) (Consani 1999: s.vv.) — if they are read correctly and if they are indeed
masculine personal names — may be antecedents of the same termination. Other possible
correspondences between elements in the alphabetic and Linear B names may be observed,
but without secure etymologies, and therefore segmentation, they must remain speculative.

5. Families With Pre-Greek Onomastic Elements?

The results of all this may seem inconclusive. None of the To.ox- names, nor any of the other
names that we have discussed, has a demonstrably pre-Greek Linear B, or Linear A
antecedent name. Perhaps Biaddoc comes the closest. Because of the ambiguity of Linear B
spelling, however, we cannot be absolutely sure of this, and the same difficulty generally
applies to the identification of pre-Greek Linear B and alphabetic name elements with each
other.

On the other hand:

(1) all these names are linked geographically and some are confined to a small area of
Crete;

(2) all these names have bearers who are, or could well be, related,

(3) some have no plausible Greek etymology;

(4) some are meaningless in Greek;

(5) some have elements that seem to be pre-Greek or that alternate in a non-Greek way;

(6) some name-elements resemble those found in mythological names with no secure
Greek etymology, that are plausibly of pre-Greek origin; and

(7) some names or name-elements may be plausibly identified with pre-Greek Linear B
or with Linear A equivalents.

In other words there is circumstantial evidence, if not absolute proof, that these names include
a fair number that may be pre-Greek in origin. I conclude that it is probable, but not certain,
that the hypothesis examined here is correct: that the families who gave their children the
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group of names that we have been examining passed down at least some pre-Greek personal
names from the second millennium BC.

If the hypothesis is correct, various other conclusions may be noted.

The names, or their constituent elements, were handed down for a long period and
sooner or later were fully integrated into Greek onomastics. The latest Task date is for a
Taocxougvng, dated to the first to second century AD, more than twelve centuries after Linear
B was forgotten. Notice the hybrid nature of the compound, whose second element is typically
Greek.

Even if the Knosos shepherds were in an inferior social position, many of the 7asks and
their relations were far from being in an inferior position themselves. In all the names or
groups of names with more than one bearer, there is evidence that at least one bearer was, or
was related to, someone of high status, for example, a magistrate, an army officer, or the
dedicator of a (presumably expensive) statue.

Does onomastic continuity, if it could be demonstrated, mean that a pre-Greek language
survived longer in the Polyrrhenia region than elsewhere?

Naturally, personal names may change at a different rate than the rest of the language.
Any of the following scenarios is possible: a) the pre-Greek names reflect the limited use of a
pre-Greek language; b) the Mycenaeans borrowed some names from the pre-Greek population
and these names survived in Western Crete (indeed, we know that the Linear B texts include
pre-Greek names); c) pre-Greek or non-Greek names penetrated Crete from elsewhere during
the alphabetic period.

However, at the very least the concentration of pre-Greek or, at the worst for my
hypothesis, non-Greek name elements in Western Crete reveals a reasonably conservative
society, which did not quickly eliminate all non-Greek names. Moreover, if foreign names had
infiltrated in the first millennium we should probably recognize their origin.'” Survival seems
more likely. If so, the choice would be between a) and b). No definitive answer to the question
is possible, but if Eteocretan survived in Central and Eastern Crete (see Duhoux (1982: 27-
125) for the relevant texts), another pre-Greek language may have survived in Kydonia, and
this may be reflected in the passage from Homer quoted at the beginning of this paper.

Even if a pre-Greek language did survive in Western Crete, we should however beware
of concluding that the pre-Greek language concerned had affinities with other known
languages. Scherer (1965) saw resemblances with languages from Asia Minor. This, and other
hypotheses, may be worth investigating, but we cannot assume family relationship or identity
between any pair of a) any pre-Greek language from which Greek place names derive, b) any

' As perhaps we do in the case of ABSioc.
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pre-Greek Cretan language and c¢) any known language from Asia Minor or elsewhere. If the
true linguistic situation in second millennium BC Crete and mainland Greece is ever known, it
may be complicated.
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Think What You Want

Indirect Discourse after Verbs Denoting a Wish or Ability? An Old Problem

. 1
Reconsidered

Luuk Huitink

1. Introduction

In most critical editions of Thucydides these three sentences appear in the following way:*

(1)

(2)

€)

voVTEC OE 01 £V TO1C MPAYHAGY 0VT ATOKOAVEY dLVATOL OVTEC, €1 T
amopovomoovtot thg EuvuPfaceng, kKivdvvevcovTeg, ...

‘The men in authority, realizing that they could not prevent this and that they would
be in peril if excluded from the capitulation, ...”

(Th. 3.28.1)°

... 0L Admvaiotl 6TparTedEV MPUNVTO EQLEUEVOL LeV Tf) 0ANTYEsTATY TPOPACEL THg
naong apot, Bondelv 8¢ aua evnpendg BovAopevor 1olg eovtdy Euyyevist kol
TO1g TPOYEYEVNUEVOLS EVUUAYOLC.
‘... the Athenians were bent upon invading [Sicily]; to give the truest explanation, they
were eager to attain the empire of the whole of it, but they wished at the same time to
have the fair pretext of succouring their own kinsmen and their old allies.’

(Th. 6.6.1)

TOV AINGavTo, 00V GOC Kol S1” dvrep mévto ektvdvvevov €BodAovto mpdTepoy,
el SVVLVTO, TPOTILWPNGOGTOL

‘So, first they wished to take vengeance, if they could, upon the one who had
aggrieved them and because of whom they were risking all.’

(Th. 6.57.3)

What these sentences have in common is that most editors adopt aorist or present infinitives
into their texts, despite the fact that there is strong manuscript support for the future
complementary infinitives armoxoAvcewy in (1), apewv in (2) and npotiumwpnoesdor in (3).

"1 would like to thank Prof. A. Rijksbaron (University of Amsterdam) and Prof. A. Willi (University of
Oxford) for the fruitful discussions we have had on the subject. I would also like to thank the editors of this
volume for their valuable remarks; of course, any errors and shortcomings are mine.

* The editions consulted are Poppo (1866-67); Arnold (1868-74); Poppo & Stahl (1875-89); Hude (1913-25);
Classen & Steup (1919-22); Jones (1942); de Romilly, Bodin & Weil (1953-72); Luschnat (1960; only book 1

and 2).

3 Translations from Thucydides are based on Smith’s translation (LCL).
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In fact, in the case of (1) and (2) the future infinitive is transmitted in all manuscripts.” From a
palaeographic point of view the change into present or aorist infinitives seems a rather small
editorial interference. Only Poppo, Arnold and Classen & Steup consistently keep the future
infinitives; de Romilly has the future only in (1), but she makes clear in her critical appendix
that she would be more comfortable with an aorist (‘-kwAVoou malim’).

So, there seems to be a widespread consensus among modern editors that the transmitted
future infinitives in (1)-(3) are corrupt. This judgement is ultimately based on a ‘rule’
formulated as early as the beginning of the fourteenth century by Thomas Magister (fI. 1325).
In his alphabetical notes on Attic grammar he remarks that certain verbs cannot be
complemented by a future infinitive. Sub voce Bovlouou he states:

(4) Totéov 3¢ 0T1 TO BOVAOUOIL LETO TOLP@YMUEVOL KO EVEGTDTOG HOVoVy Tidetad,
0VOENOTE HETO TOV HEANOVTOC.
‘One should be aware that BovAopont “want” is only complemented by the past and
present [infinitive], never by the future.’

Thomas does not give a reason that underlies this rule, but lists a large number of verbs to
which it applies, including dvvapon ‘be able’; he also includes such verbs as diovooduon ‘be
minded’ and metdopon ‘obey, believe’. These verbs have subsequently played a role in the
discussion on ‘Thomas’ rule’, as we shall see below.’

Presumably because it was recognised that Thomas’ notes are based on ancient
grammars, his ‘rule’ has stood the test of time rather well: it has never been questioned to the
extent that it was rejected completely, although several modifications have been proposed.
Since Hermann (1810: 113) stated that the ‘rule’ had no absolute validity — rather, it belonged
to that category of grammatical rules, ‘in quibus et veri aliquid et falsi inest’ — the debate has
been ongoing. Notwithstanding the numerous contributions, opinions roughly fall into two
categories. Some scholars assume that Thomas’ rule does not a/ways apply to the verbs he
mentions, but that there are exceptions, among which are (1)-(3); others argue that the rule
does not apply to al/l verbs mentioned by Thomas, but should be strictly applied to others. The
latter group is championed by Stahl (1886; 1907). According to him, the future infinitives
after the main verbs in (1)-(3) should indeed be condemned. His arguments have apparently
met with most editors’ approval. In this paper I will argue that that this approval is undeserved
and that there are actually good reasons for retaining the future infinitives.

* For (3), only M has the aorist. For completeness’ sake I should add that, according to de Romilly, H has
apyxewv ante correctionem in (2).

> Thomas only mentions the middle neidopon and not neidw, as Poppo (1815: 152) erroneously supposes.
[letdw has subsequently played the largest role in the modern discussion. Thomas does not mention €tepon,
presumably because it is hardly ever found with an infinitival complement. Except for (2), LSJ, s.v. B. II only
mention S. Ph. 1315: tuyelv €ptepon; the verb is usually found with a noun in the genitive (e.g. Th. 6.8.4: tfig
TikeAlog anaong... éptecdor).
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In section 2, I will consider Stahl’s reason for athetizing the future infinitives by
elaborating on the use of the infinitive as a complement to verbs in Classical Greek. In section
3, I will briefly consider the arguments that have been put forward by the defenders of the
future infinitives. It will be shown that, with one notable exception, Stahl’s principal objection
has been left unchallenged, so that the case for the future infinitives has remained largely
unconvincing. In section 4, I will develop a new analysis of the sentences (1)-(3) that does
tackle Stahl’s objections and paves the way for the restoration of the future infinitives in the
text. Finally, in section 5, I will briefly argue that the future infinitive is not a particularity of
Thucydides’ language, but is more common in Greek than is usually assumed.

2. Two Infinitival Complements

In Classical Greek, the infinitive is widely used as a complement.® It is not only found after
verbs denoting a desire or will (e.g. fovAopon ‘want, prefer’, édéAm ‘want’, keAevo ‘order’,
déopont ‘request’) or an ability (e.g. dvvapon ‘be able’), but also after verbs of saying,
thinking and sensing (e.g. enui ‘maintain’, Ny€opou ‘suppose’, axovm ‘hear’). Madvig (1847:
157-64, 185-91) already observed that the semantic and syntactic properties of the infinitive
after verbs that belong to the first category (wish/ability) differ from those of the infinitive
after verbs belonging to the second category (speaking etc.). In her monograph on the
infinitive Kurzova (1968; cf. 1967) introduced the terms ‘dynamic’ and ‘declarative’ infinitive
to describe the different types. Although these terms are not particularly felicitous and 1 will
criticize parts of the theory that underlies them later on, I will keep them to avoid introducing
new terminology. The semantic difference, and some syntactic differences, between the
dynamic and declarative infinitive can perhaps be illustrated most clearly by the following
examples of complementary infinitives after the verb Aéyw/einov ‘say, tell’. This verb may
take both types of infinitives:

(5) 10 Aehgol Tiig dptokdmov The Kpoicou elkdva Aéyovast elvat.
‘of which the Delphinians say it is a statue of Croesus’ baker.’
(Hdt. 1.51.5)

(6) oog uev 81 tovg £k thg Acing Aéyovot [époon apralopévav TV yovoukdy
Aoyov 0vdéva tomcacdat
‘The Persians say that they, those of Asia, had payed no attention to the fact that their
women were being seized.’
(Hdt. 1.4.3)

® For a general overview of the infinitive as a complement to verbs, cf. e.g. Kithner & Gerth (1904: 5-17);
Goodwin (1897: §746ff.) and Rijksbaron (2002: 96-112).
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(7) el pév yop vro 686vTog Tot gine TedevTioeLY e | GAAOL Tev & Tt ToVTY OiKe,
XPAV...
‘If he had told you that I would die because of a tusk or something that resembles that,
then you must...’

(Hdt. 1.39.2)
(8) £\eyov ovtolg un adikelv:
‘They told them not to act in an unjust way.’
(Th. 2.5.5)
(9) Aéyw o’ eyo dOA® DrhoxTATNY AoPelv.
‘I tell you to take Philoctetes by trickery.’
(S. Ph. 101)

In (5)-(7) the infinitives after Aéyw/eimov represent a declarative statement in indirect
discourse, something the subject maintains holds true in the world at a given point in time;
hence Kurzova’s term ‘declarative’. The matrix verb means ‘tell that’ or ‘say’. The infinitives
have a different temporal reference each time. The present in (5) expresses that the ‘being’ is
simultaneous with the moment of speaking; in (6), the aorist is anterior to, and in (7) the future
posterior to the moment of speaking. In (8) and (9) the dynamic infinitives constitute the
content of an order, something that the subject wants to see done. The matrix verb means ‘tell
to’ or ‘order’. The potential fulfillment of the order is posterior to the giving of the order;
hence Kurzova’s term ‘dynamic’, which is meant to signify that the action expressed by the
infinitive only exists &v Suvapet ‘potentially’. Both the present infinitive in (8) and the aorist
one in (9) have the same temporal reference. The stems express a different aspect, not, as in
(5)-(7), a different (relative) tense.” Other differences include the fact that the negation of the
dynamic infinitive in (8) is un, while we find ovdéva not undéva with the declarative
infinitive in (6). Furthermore, the accusative and infinitive construction (Acl) is found in (5)-
(7), while in (8) and (9) Aéym in its sense ‘order’ is a three-place verb with an indirect object
in the dative.®

Up till this point, I have simply assumed the existence of two different types of
infinitival complements without question. However, most traditional grammars, e.g. implicitly
Goodwin (1897, §746ff.), and some more modern treatments of Greek complementation, e.g.
explicitly Lightfoot (1975: 47), deal with the difference in meaning between sentences like
(5)-(7) on the one hand and (8) and (9) on the other by postulating two homonymous verbs
Aéyw — ‘say’ and ‘order’ — while regarding the infinitive as essentially the same in both cases.

"1t falls outside the scope of this paper to go into the different semantic values of the aspectual distinctions; cf.
Rijksbaron (2002: 102-3). Stork (1982) is completely devoted to the aspectual distinctions in this type of
infinitive construction in Herodotus.

¥ For more syntactic differences (and some exceptions that I leave out in this brief overview), see Kurzova
(1968: 55-8) and Rijksbaron (2002: 96-112).
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Except for typological problems concerning this view — would Lightfoot for example also
maintain the existence of two homonymous verbs ‘tell’ in English? — it also makes it
extremely difficult to account for a sentence like the following:

(10) o1 €popot... elmov 10D kpLKOC UN AginecVo, i 8¢ un, TOAePOV 0OTHD TTOPTIATOC
TPOOYOPEVELV.
‘The ephors... told him not to lag behind the herald, or the Spartans declared war upon
them.’

(Th. 1.131.1)

In this example, the main verb einov occurs only once, while the two infinitive phrases clearly
have different semantics. The first infinitive represents an order, the second one a declarative
statement. On the explanation of the traditional grammars we would have to suppose a rather
mysterious ellipsis of a second homonymous einov to account for the difference in meaning.
Therefore, it is more attractive to assume that the semantic difference resides in the infinitives
rather than in the matrix verb alone: the single verb einov is polysemous and on each occasion
its meaning is at least partially determined by the form of the complement clause, in this case
two different infinitives.” In this particular example the first infinitive is clearly marked as
dynamic by the presence of the negation un, while the second one can only be declarative
because it is part of an Acl-construction with Zroptidtag as subject-accusative.

Except for Aéyw/einov there are other verbs that can govern both infinitives as well.
Again, a clear difference in meaning is involved. So, a whole range of verbs express ‘practical
knowledge’ when combined with a dynamic and ‘intellectual knowledge’ when combined
with a declarative infinitive. Examples are vouilw plus decl. ‘believe’, plus dyn. ‘be
accustomed to’; eniotouon plus decl. ‘be convinced’, plus dyn. ‘know how to’; y1yvwokm
plus decl. ‘judge that’, plus dyn. ‘decide to’. Two examples with vouilw will suffice to
illustrate the difference:

(11) o1 8¢ vopilovot Al pev €ri To. LyMAOTOTOL TV OpEmv avaBoivovieg Juciog Epdety
‘They are accustomed to go up the highest mountains and make offerings to Zeus.’
(Hdt. 1.131.2)

(12) Tépoar yop Feov vouilovot eivor o Top.
‘For the Persians believe that fire is a god.’

(Hdt. 3.16.2)

In (11) the dynamic infinitive describes an ‘action’ that the subject is used to carrying out. It is
only suggested by implication that the subject actually makes regular offerings to Zeus; the

? This view finds support in an article of Moorhouse (1955), who makes a compelling case for a separate origin
of both infinitives (pace Kurzova (1967)). More arguments that favour the opinion that complements carry a
meaning of their own are advanced by de Boel (1980).
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infinitive phrase has no bearing on any specific state of affairs in the ‘real world’. By contrast,
in (12) vouilovot plus the Acl expresses an opinion about a particular state of affairs on the
part of the subject of the matrix verb. The state of affairs expressed by the infinitive phrase is
held to be true by the subject in the ‘real world’. Again, the difference is clearly visible in the
syntax: in (11) the subject of the matrix verb is co-referential with that of the infinitive, so
there is no Acl; in (12), however, we usually find an Acl, as the subject of the infinitive is
more often than not different from that of the matrix verb."

Another verb that may take both infinitives is one of Thomas’ verbs, namely neidm
‘persuade, convince’. Consider:

(13) o1 8¢ 10D dMpov TPooTaTOL TELFOVGLY VTOV TEVTE UEV VOGS TOV 0IDTOD GOIGL
KoTeMTElV. .., 160G & 0DTOl TANPAGOVIEG EK SOV OTOV EvumEuyey.
‘The leaders of the people persuaded him to leave them five of his ships... and they
convinced him that they on their part would man and send with him an equal number

of their own ships.’
(Th. 3.75.2)

The first infinitive in (13), kotoMnely, is dynamic: the leaders of the people persuaded
(retdovotv) Nicostratus to do something. IMetdw has the sense ‘persuade to’. For the second
infinitive, however, only an interpretation as a declarative infinitive makes sense. An
interpretation ‘they persuaded themselves to send’ would be absurd, and avtol ‘they’ would
be in the wrong case; rather, the leaders ‘convince’ Nicostratus of the fruth of their statement
that ‘they will send an equal number of ships’. We will have to assume that the construction in
(13) switches from a dynamic to a declarative infinitive halfway through. To convey this
transition in English, we need to translate the verb twice, using different verbs, thus making
explicit the polysemy of netdw.

A clear sign that the construction in (13) changes is that the second infinitive bears the
future stem. For, as has been pointed out by Stahl (1907: 148; cf. 1886: 19): ‘The future...
signifies... in all its forms only tense (Zeitstufe)'' and never aspect (Zeitarf).” In other words,
the future does not play a role in the aspectual system of Greek, like the aorist, present and

' In Herodotus, this syntactic difference holds remarkably well for voui{m and the other ‘practical/intellectual
knowledge’ verbs. For example, only in 2.121¢.5 do we find a nominative and infinitive (NcI) with vouilo in
its ‘intellectual sense’, because the subject of matrix verb and infinitive are co-referential (there are 64
instances of this verb with a declarative infinitive in Hdt.; cf. Powell (1938: s.v. vouilm 1.)). Conversely, only
in 1.74.4: Alvartea yop Eyvocov dodvar v Jvyotépo Apumviv Actudyel 1 Kva&apeo noudi (‘For they
decided that Alyattes should give his daughter Aryenis to Astyages, Cyaxares’ son’), do we find an Acl with
one of these verbs in its ‘practical sense’. Here, the context rules out the possibility that we are dealing with a
declarative infinitive, for on this interpretation we would have to conclude that Alyattes has already given his
daughter away, witness the aorist inf., which should receive a temporal and not an aspectual interpretation in
the declarative construction.

' Both relative and absolute tense are understood.
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perfect stems. As in the dynamic construction only aspectual oppositions are relevant, the
future infinitive cannot occur as a dynamic infinitive, but must always be declarative. It is this
principle that underlies Thomas’ rule. What he seems to have listed is a number of verbs that
only take the dynamic infinitive. It will be clear that Thomas’ rule has to be modified, at least
where metdo is concerned. If the rule holds at all, it only holds for meidw in the sense
‘persuade’, but not for its sense ‘convince’, in which case the verb takes a declarative
infinitive, so that the future infinitive is possible.'?

Before I consider whether it should also be modified where verbs like dvvouor ‘be able’
and PBovAopon ‘want’ are concerned, I will first try to formulate the semantic difference
between the two infinitival complements in a more general way than has been done so far.
This 1s warranted, because the existing formulations are, in my opinion, only partly successful
in capturing the difference, the problem usually being that certain semantic properties
assigned to the dynamic infinitive do in fact belong to a limited set of matrix verbs with which
that infinitive is combined. So, Goodwin (1897: §7511f.) calls the declarative infinitive in (5)-
(7) the infinitive ‘in indirect discourse’ and the dynamic one in (8) and (9) the infinitive ‘not
in indirect discourse’.’> However, while the declarative infinitive always is in indirect
discourse, this formulation wrongly suggests that the dynamic infinitive never represents
indirect discourse. In fact, while this holds true for the dynamic infinitive after e.g. dUvouo
‘be able’, the second (dynamic) infinitive in (10) and the one in (8) depend on the matrix verb
Aéyw ‘order’, which surely implies that words were uttered to the effect of an order of which
the infinitives are the indirect representations. So, this formulation of the difference will not
do: whether an infinitive is in indirect discourse depends on the meaning of the matrix verb,
not on the kind of infinitive.'

In his accessible treatment of the difference Rijksbaron (2002: 97-8) suggests that
distinguishing between a ‘non-referring’ (dynamic) and ‘referring’ (declarative) infinitive
might be a more elegant way of describing the difference than Kurzova’s terminology is
capable of (at the same time, Rijksbaron prudently keeps it to avoid further confusion; I have
done the same). He favours his own terminology because ‘the infinitive after verbs of saying
and thinking refers to a state of affairs in the real world’, while the dynamic infinitive does
not. In my opinion, Rijksbaron’s terms are not particularly felicitous either, however. An
important characteristic of the declarative infinitive is that it very often does not in fact refer

"2 This was already observed for (13) by Poppo (1815: 152n. and 1866-7: ad loc.): hic non iam persuadendi
verum dicendi et promittendi notio repetenda. See example (24) below for another, and less straightforward,
example with teldo.

1 Cf. also Kiithner & Gerth (1904: 543-5).

" In fact, we should go even further: ‘indirect discourse’ is a parameter that depends not only on the lexical
meaning but also on the function of the matrix verb.So, the infinitive in (9) is not in indirect discourse, despite
the fact that it depends on Aéyw ‘order’, just like (8). This is because the matrix verb is in the first person
singular and in the present tense. No indirect speech is introduced by such a verb. Rather, the verb serves to
underline the speech act performed in (9), namely that of an order; cf. English: ‘I order/tell you to go away’.
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to a state of affairs in the real world. It is this property which distinguishes the declarative
infinitive from the complementary participle, which does refer to a state of affairs in the real
world."”

Rijksbaron (2002: 97) sides with Kurzova in claiming that the dynamic infinitive
expresses a ‘potential state of affairs’, being ‘always posterior to the main verb’. This is not
entirely satisfactory either. To begin with, while the dynamic infinitive after e.g. xeAev®
‘order” or BovAopon ‘want’ necessarily refers to states of affairs that are posterior to the main
verb, this does not work for e.g. vouilm ‘be accustomed to’: (11) is a case in point; that
sentence rather seems to imply that offerings to Zeus were made in the past, present and will
be in the future. So, whether or not the state of affairs expressed by the dynamic infinitive is
posterior to the matrix verb or not, again depends on the semantics of the matrix verb, not on
that of the infinitive.'® Secondly, while the dynamic infinitive refers to ‘potential states of
affairs’ on most occasions — that is the future fulfilment is not envisaged as certain — this again
does not hold good for all main verbs. With some verbs, like tetdo ‘persuade’ and avorykalo
‘force’ it is envisaged that the action described by the dynamic infinitive does in fact occur (if
the matrix verbs occur in the aorist and not in the imperfect de conatu). This is because these
verbs belong to the verb class of implicatives, for which see Dik (1997: i1.114-5). Compare
English ‘he forced him to open the door’, which ‘implicates’ that the door was in fact
opened."”’

A different, and inevitably more abstract way of describing the semantic difference is
needed in order to be able to capture it for all cases. In my opinion, a case can be made for the
following formulation, which is based on Lyons’ distinction between third and second-order
entities. The declarative infinitive expresses third-order entities or propositions, ‘entities of the
kind that they may function as the object of such so-called propositional attitudes as belief,

'S For the difference between the infinitive and participle, cf. Kithner & Gerth (1904: 48, 68-76); De Boel
(1980: 289-99) and Rijksbaron himself (1986: 179-82; 2002: 117-8). The participle is said to trigger a ‘factive
presupposition’, whereas the infinitive does not. The term ‘reference’ is probably better reserved for such more
formally semantic concepts, as is done in e.g. Basset (1988).

' Ruijgh (1999: 216 n.1) notices this problem but tries to get round it by arguing that a phrase like elowde
uoxeodon ‘he is accustomed to fight’ ‘en soi référe aux réalisations futures attendues de D’action, mais
I’expression entiére, grace a la valeur de eimde, implique que le temps de la série d’actions itératives n’est pas
restreint au futur mais comporte le moment présent’. This is unconvincing. It is the context, not the use of the
dyn. inf. that decides whether or not an individual instance of such a phrase ‘refers’ to the future or not
(consider e.g. ‘he is accustomed to fight’ said as an explanation of someone’s past involvement in a fight).
Moreover, if the dyn. inf. always refers to the future, we would simply expect it to be incompatible with
predicates like elodo and vouilm, which clearly, as Ruijgh himself admits, do not. As it is, then, the matrix
predicate (in a certain context) determines the temporal reference of the dyn. inf., the inf. itself does not.

"7 Quite possibly, (13) is a good Greek example, even though the verb does not appear in the aorist but in the
historic present. Historic presents, however, which refer to actions of consequence, quite possibly have a
perfective (‘aoristic’) aspect; i.e. there will not be cases in which the historic present of tetdow means ‘he tried
to persuade them (but did not succeed)’. In the sentence following (13) it is reported that Nicostratus did indeed
leave ships.
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expectation and judgement’ (Lyons 1977: i1.445). The dynamic infinitive has no propositional
content, but expresses a second-order entity or ‘virtual event’ that may be ‘said to occur’
rather than to be true (Lyons 1977: ii.443)."® Events, when they occur, take up space and time.
Propositions as such cannot occur. If anywhere, they ‘occur’ in the head of a speaker, as
thoughts (and they may ‘materialize’ as speech); they are about things that occur, have
occurred or will occur. So, whereas one could ask in response to the declarative infinitive in
(5) ‘is it true that the statue represents Croesus’ baker?’, one could ask about the dynamic
infinitive in (8) ‘did they really stop acting in an unjust way?’ This assessment of the semantic
difference between the two infinitives is based on the ontological status of each infinitive
rather than on the meaning of matrix verbs on which each infinitive may depend. This will
prove important for the problem we examine.

In this section I have associated Thomas’ rule with the existence of two infinitival
complements in Greek. I have proposed a way of describing the semantic difference between
the dynamic and declarative infinitive in a way that does justice to all cases. Thomas’ rule was
shown to be formulated too strictly, at least for one verb, namely netdw. While
acknowledging Thomas’ error in this respect, Stahl thinks that the rule holds for a majority of
the verbs listed by Thomas and he would like to emend even those instances, ‘where the
transmission unanimously offers a complementary future infinitive that is not governed by a
verb of speaking or thinking’. This includes (1)-(3) (Stahl 1907: 202). Not all scholars have
followed suit, however.

3. In Defence of the Future 1

As will be recalled from the introduction, Hermann (1810) was the first to question the
absolute validity of Thomas’ rule. According to him, the future infinitive could sometimes be
used after the verbs in Thomas’ list, ‘where in the main verb resides a notion of the future
(futuri significatio)’; for the construction he compares the periphrastic future péAAewv
nomoewv ‘will do’. This explanation makes no reference to the two types of infinitives (which
Hermann may not have been aware of) and foregoes the crucial point that an infinitive in the
future tense-stem is a clear indication of its declarative nature. Nevertheless, the argument has
been repeated time and again in different forms, although later scholars usually omit
Hermann’s reference to the construction after uéAlw, presumably because they realized the
circularity involved in explaining one mysterious construction from the existence of another."”
Hermann does not mention any examples from Thucydides, but comes up with:

' For the sake of completeness I add that in Lyons’ ontology first-order entities are physical objects like ‘tree’
or ‘house’.

' Basset (1979) only much later showed that the original meaning of péAAw is ‘intend to’. On this explanation
the alternation between the future (originally declarative) inf. and the present and aorist (dynamic) inff., which
are in an aspectual opposition, after this verb can be explained in the same way as the inff. after Siavoodpon;
see below, examples (15) and (16).
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(14) 1 8ft” o Nueic Spduev, el 6é y° év Adyorg / meloetv duvnoduecdao undev dv Aéyw;
‘What are we to do, then, if we cannot persuade you by anything I say?’
(S. Ph. 1393-4)

Here, the matrix verb is itself in the future tense, which according to Hermann, licenses the
future infinitive.”* Hermann’s pupil Poppo (1815: 152-3), who deals with Thucydides only,
expresses some hesitation whether Hermann’s explanation holds for (1), maybe because it is
hard to see how the notion of the future is present in the present Suvorol dvreg.”
Nevertheless, in his edition from 1866-67, he adopted the future infinitive into his text, as he
did for (2) and (3).

The future infinitives in (1)-(3) are also favoured by Madvig (1847: 186), but again for
the wrong reason: the future serves ‘to emphatically underline the fact that the state of affairs
expressed by the future infinitive takes place at a later point in time (spdter und
bevorstehend).” This explanation entered English scholarship in the still much-used grammar
of the Greek verb of Goodwin (1897: §113): ‘when it was desired to make the reference to the
future especially prominent, the future infinitive could be used exceptionally’ after verbs that
ordinarily did not take it.

On a slightly different note, Kiihner & Gerth (1898: 185) deem it very well possible that
the instances in Thucydides are corrupt, although they reckon with the possibility that ‘the
author uses the future to express that the state of affairs will only commence in a more remote
future or is subject to certain conditions (eine spdtere Zukunft oder Bedingungsweise).” 1t is
not clear to me what is meant by ‘a more remote future’. ‘More remote than what?’ one may
ask. The unsatisfactory way in which this explanation works out for a particular instance
becomes clear from Classen & Steup’s interpretation of (2), which they translate as follows
(1919-22, ad loc.): ‘da sie lebhaft verlangten e i n m a | zur Herrschaft iiber die ganze Insel zu
gelangen’ ® They add that the future is used to emphasize the fact that the ‘ruling’ is
envisaged as taking place in a more remote future (auf eine weitere ... Ferne)’. However, the
suggestion that the Athenians would dream about ruling Sicily once, at some undetermined
point in the future, is hardly compatible with epiepon ‘long for’, a verb that refers to a more
intense desire than for example Bovlouct ‘want’, nor with the quick and eager action the
Athenians undertake to prepare for the expedition against Sicily.”

% The future was later defended by Jebb (1898: ad loc. and pp. 252-3; cf. below, n.31), for the same reason
Hermann gave; Jebb’s influence on Sophoclean scholarship perhaps explains why this instance escaped
emendations by later editors, whereas those in Thucydides did not.

2! Poppo (1815: 153): Verum nescio an usus futuri infinitivorum cum iis verbis, quibuscum eos Thomas non vult
coniungi, etiam latius pateat. He then mentions (1).

** “They eagerly wished to once gain possession of the entire island’

3 Cf. LSJ s.v. épinut B. Cf. Classen & Steup’s own translation ‘lebhaft verlangten’. For the eagerness of the
Athenians, cf. especially Th. 6.24.
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This brief overview demonstrates that the real problem concerning the future infinitives
in (1)-(3) has not been properly addressed. It is irrelevant whether the future infinitive
emphasises that the action it expresses lies in the future or in a more remote future (whatever
that may be). The only exception to this line of defence is Rijksbaron (2002: 110, n. 1). After
discussing a number of verbs that may take both infinitives, he remarks: ‘Conversely, verbs
expressing a will, desire etc., that are normally construed with a dynamic infinitive, are
occasionally followed by a declarative infinitive... In this use, the will, desire etc. is presented
— not unnaturally — as a thought of the subject.” Unfortunately, he does not argue for it in a
more detailed way. In the remainder of this paper, I will try to make this view more plausible
(or ‘natural’).

4. In Defence of the Future 11

If the future infinitives in (1)-(3) are to be retained, it needs to be argued that the matrix verbs
in these examples are in fact capable of governing a declarative infinitive. In other words, they
must be shown to be compatible with the semantic content of the declarative infinitive, which
I have described above as being that of a proposition or thought on the part of the subject. In
my opinion, this can indeed be done. In cognitive psychology, attention has been drawn to the
fine line that separates intentions from thoughts. In fact, it is often impossible to draw the line
between the two. As Vygotsky has it in his pioneering work on the interaction between
language and thought: ‘thought does not express itself in words, but rather realises itself in
them’ (1986[1934]: 251). If it does realise itself, it does so in the form of ‘verbal thought’ or
speech. If it does not realise itself in language, the thought usually exists as a mere intention,
for every thought ‘is engendered by motivation, i.e., by our desires and needs, our interests
and emotions. Behind every thought there is an affective-volitional tendency’ (1986[1934]:
252). In a more formal way, Searle (1983: 29-36) has shown that many intentional states and
actions can be reduced to component parts involving ‘beliefs’ and ‘desires’. An ‘intention to
do something’ involves a desire to perform an ‘event’, a second-order entity, but also a belief
that one is capable of doing that something — i.e. a third-order entity or proposition.** In other
words, many intentional states or actions are in principle compatible with second and third-
order entities. In Greek, it would seem that in such cases an author has a choice to represent
such complex intentional states or actions either as a verbal thought by using the declarative
infinitive or as an intention by using the dynamic one. It is in exactly this vein that a verb like
dravoodpat ‘be minded, intend, decide’, one of the items from Thomas’ list, sometimes takes
a future declarative infinitive in Thucydides instead of the usual dynamic one. Compare:

* Compare English ‘I want to go home now’, in which the speaker talks about his intention ‘pure and simple’,
with ‘I think I’ll be on my way now’, in which a speaker presents the same intention as a belief he has.
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(15) kol ol Adnvaiot émdvimv 1OV Mndmv drovondévtec EkMmelv Ty TOMv...
VOLTLKOL £YEVOVTO.
‘And when the Persians attacked, the Athenians decided to leave the city and...
became seafarers.’

(Th. 1.18.2)

(16) kol YopoNGOVTES TAVTEC OLOLMC... TOV TE TOAELOV S1EVOOVVTO TPOYVUMOC OIGELV...
‘And having taken courage all alike... they decided that they would carry on the war
with spirit...”

(Th. 4.121.1)*

There is no palpable difference between ‘they decided to leave the city’ (dynamic: (15)) and
‘they decided that they would carry on the war’ (declarative: (16)).”° When the thought is
directed to the future and the subject of the matrix verb coincides with that of the infinitive,
the semantic difference between the declarative and dynamic infinitive practically vanishes.
The declarative infinitive with diovoodpon is not extended to cases in which its subject and
that of the matrix verb are not the same.

Stahl somewhat reluctantly allowed the future in (16) to be retained in the text, no doubt
because oicetv is not so easily turned into a present or aorist infinitive and because there is an
indisputable instance of the future infinitive after this verb in Herodotus as well (7.207).
However, he explained these future infinitives as a substratum of a time when dtovoodpot
was still a ‘real” verb of thinking and vetoed the existence of the declarative infinitive with
verbs ‘in which no meaning of thinking or speaking resides (quibus putandi vel dicendi vis
non insita est)’ (1886: 19).”” In my opinion, however, the declarative infinitive in (16) is the
result of a productive feature of the language, rooted in the cognition of speakers rather than in
history. To be sure, I do not dispute the fact that languages tend to grammaticalize certain
constructions that then become the standard at the cost of other constructions. So, verbs like
Bovlouon ‘want’ and duvouat ‘be able’ as a rule are construed with the dynamic infinitive.
But there is no reason not to allow occasional exceptions to such fixed rules, if these can be
motivated by the realization that language use is in the first place the result of a cognitive
process and that the ‘rules’ can be adapted on every occasion to suit the speaker’s needs.

The same explanation as for diavooVuot must be given to the alternation between the
declarative and dynamic infinitive with the verbs éAnilw ‘imagine, hope’, ouvour ‘swear’,

25 The other instances are 4.115.2; 7.56.1; 8.55.2, 74.3.

% Note that English ‘decide’ displays the same characteristic, being compatible with a fo- and that-
complement. Therefore, I chose this translation, instead of ‘intend’, which cannot be used in both ways. But
this is an issue of English, and not of Greek.

*7 The same historical explanation is offered in Kithner & Gerth (1898: 184). For other instances (Th. 4.115.2;
Hdt.7.207) Stahl assumes a strange ellipsis of uéAAeuv; this ellipted infinitive dependent on drovoodpoit would
govern the future infinitive. This seems to me improbable. On a more positive note, he does refer to the co-
referentiality of the subject of the infinitive and matrix verb in the case of diovoodpot.
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vrmioyvovuat and vrodéyopot ‘promise’, the existence of which is recognised in almost all
traditional grammars.”® The only difference between these verbs and Stovoodpaut is that they
are more often construed with the declarative than with the dynamic infinitive. The dynamic
construction is less widely applied and does not bring about such systematic changes of
meaning as with the other verbs that can govern both infinitives (mentioned in §2 above). That
1s because its use with the dynamic infinitive is based on the same neutralization of thought
and intention as with diavoovuort. Therefore, the dynamic infinitive does not compete with all
usages of the declarative infinitive, but again only when the declarative infinitive is a future
tense and has the same subject as the matrix verb. The following examples may illustrate the
context in which the neutralization appears and where it does not:

(17) 'EAnilwv yop 6 AAvdrtng 61todeiny te glvor ioyvpny év 1) Mt kol tov Aewv
1eTphodon £¢ 10 £G)X0TOV KOKOD, HKOVE TOD KNPLKOG VOGTNGOVTOG £K TG MiAntovu
TOVG EVOVTIOVC AOYOVG, ) O 0OTOC KorteSOKeEE.
‘For Alyattes had supposed that there was great scarcity in Miletus and that the people
were reduced to the last extremity of misery; but now on his herald’s return from the
town he heard an account contrary to his expectations.’
(Hdt. 1.22.3)

(18) £Armilwv tov Yeov paAAOV T1 ToVTOIG1 AvoaKTNoes Yo
‘expecting that with such things he would win the god over even more’
(Hdt. 1.50.1)

(19) 70 Pryrov nAmilov nelf e kol vawoiv épopuodvieg pading xelpocacdol
‘They expected to capture Rhegium without difficulty, investing it both by land and
by sea.’
(Th. 4.24.4)”

The declarative construction in (18) and the dynamic one in (19) are almost interchangeable.
The dynamic infinitive could not replace the declarative ones in (17).

I now come back to (1)-(3). If exceptions of the ‘rule’ are allowed with Thomas’ verb
Stavooduon in certain contexts, and both infinitive constructions are allowed with éAnilw
under the same conditions, there is a priori no reason to assume that BovAopon or epiepon
behave in a completely ‘regular’ way all the time. After all, these verbs also express intentions
and in the right contexts these may merge with thoughts. The main conditions, co-
referentiality of the subject of the matrix verb and infinitive, and a thought directed toward the
future, are met in (2) and (3). It would be nice, however, if it could be shown that these verbs
do not, under the right circumstances, take a declarative infinitive at random. After all, the

* E.g. Goodwin (1897: §100); Kiihner & Gerth (1898: 195, A. 7); cf. Rijksbaron (2002: 109-110).

% Some manuscripts in fact have the future and this is read in most editions, but the aorist passes as lectio
difficilior. Cf. 4.80; 7.21.2.
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number of instances is very small and the declarative construction may therefore be said to be
marked. Let us therefore consider (2) and (3) again in more detail. I will first quote (3) again,
with a bit more context, and with the future infinitive:

(20) £8e1cav Kol Evopicay puepunvocidal te kol 0cov ovk Ndn EvAlepIoesdat. Tov
AMmoavTa 00V 6eac Kol 81’ Gvrep mdvro, ektvdivevoy éBodAovto mpdtepov, el
dvvouvto, Tpotiumpneesor
‘They took fright and thought that they had been informed upon and would in a
moment be arrested. So, first they wished to take vengeance, if they could, upon the
one who had aggrieved them and because of whom they were risking all.’

(Th. 6.57.3)

(20) occurs in the wider context of the murder of Hipparchus by Harmodius and Aristogeiton.
Moments before their planned attempt on the life of the tyrant Hippias, they come to think
they have been betrayed, and hastily decide to murder his brother Hipparchus instead, who
may still be unaware of the conspiracy. The thoughts that lead to this decision are presented as
those of the murderers by the two declarative infinitives dependent on évouicov ‘they
thought’. The next sentence, however, though not syntactically dependent on gévouisoy, also
seems to report the thoughts of the conspirators, in a way that is close to what is known in
modern novels as ‘free indirect speech’. This idea finds support in the optative in the
conditional clause, which is perhaps best interpreted as an oblique optative in indirect
discourse.® It is also clear from oVv ‘so’, a particle that helps structure the conspirators’ train
of thought. In this context in which ¢BovAovto ‘they wanted’ furthers the indirect discourse
started with évoptsoy, it can hardly be surprising that the distinction between intention and
thought vanishes and that a declarative infinitive occurs as the complement of BovAopou
which formally signals the indirect discourse.

Now, let us consider (2) again:

(21) ot Adnvaiol 6TPaTEVEY MPUNVTO EQPLEUEVOL UEV T aAndecTatn Tpoedcet Thg
naong apéewy, Bondely 8¢ apa ednpendg fovAouevol toig Eoavtdv Euyyevest kol
101¢ TpOyEYEVIUEVOLG EVLUUOYOTG.

‘... the Athenians were bent upon invading [Sicily]; to give the truest explanation, they
were eager to attain the empire of the whole of it, but they wished at the same time to
have the fair pretext of succouring their own kinsmen and their old allies.’

(Th. 6.6.1)

In this sentence the reader is informed about the most important motif of the Athenians to
mount an expedition against Sicily and about an additional one. The first motif is presented as

3% Although it may not be excluded that the optative is potential. However, if the potential optative occurs in the
protasis and an imperfect indicative in the apodosis, the sentence usually refers to a ‘habitual state of affairs in
the past’ (Rijksbaron 2002: 72), which is clearly not the case here.
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a thought of the Athenians, while the additional, unimportant motif is presented in a less
marked way. It is of course this latter motif that will function as the ‘official” pretext to launch
the expedition. What Thucydides does by explicitly conveying the first motif as a thought is
emphasize a favourite theme in his history: highlighting the contrast between what people
think and what they say (see Rood 1998: 95-6; 187-8).

The verbs BovAouou and €@tepon both denote intentions, and I have argued above that it
is hard to draw a line between intentions and thoughts, especially in certain contexts.
Intuitively, this line seems less hard to draw where ‘abilities’ and ‘thoughts’ are concerned:
‘being able’ does not seem to be an intentional state. Nevertheless, we find a future infinitive
with duvartog etut in (1) and dOvapon in (14). (1) is here repeated:

(22) yvovteg 8¢ o1 €v TO1C TPAYMOGLY OVT’ GIOKMAVGELY SLVOITOL OVTEC, €1 T
amopovancovial ¢ Euufaceng, kKivduvedoovTE, ...
‘The men in authority, having realized that they could not prevent this and that they
would be in peril if excluded from the capitulation, ...”

(Th. 3.28.1)

If we look closely at this instance, it appears that it hardly differs from (21). Here, the indirect
discourse is introduced by yvovtec ‘having realized’ on which duvortol ovteg depends.
Avvortol ovteg is therefore just as much part of the thought as ¢BovAovto in (20). This no
doubt blurs the distinction between the ability and the ‘thought-of ability’ as it is presented in
(22). As such, there is no reason to doubt the soundness of the future infinitive here.

A slightly different explanation holds perhaps for (14). Here, the matrix verb itself is
also in the future tense and as such dvvnoouecto may express both an ability and an
intention. The modal use of the future indicative whereby an intention is expressed, is not
uncommon (Rijksbaron 2002: 33). The fact that there resides an intention in the matrix verb in
turn makes it possible for the speaker of (14) to represent the state of affairs expressed by the
future declarative infinitive as a thought.’' In this respect, attention may be drawn to one more
feature that (14) and (22) have in common: in both cases there is an absence of an ability and
a wish to have it (cf. the negation in (22) and the hypothetical e1 ‘if’-clause in (14)). It remains
to be seen whether the declarative infinitive after verbs meaning ‘be able’ ever occurs without
this feature. The undesired absence of an ability may be more to the fore in a person’s
consciousness than the possession of it and therefore be more easily ‘thought of’. See also
below, example (28).

In all instances discussed so far, the infinitive and the matrix verb had the same subject.
Indeed, this was stated as an important condition for the occurrence of the construction.

31 Jebb (1898: 253) comes close to this interpretation by proposing a translation with ‘hope’ for such instances:
‘I cannot hope to persuade you’ well captures the intention.
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However, two more passages in Thucydides seem to imply that this is not a necessary feature
after all:

(23) £8enIncov 8¢ kol TdV Meyopemv varuot 6eac EVUTPOTELYELY, €1 0P KOAVOTVTO
vro Keprvpatmv mAelv:
‘They also asked the Megareans to send ships with them, in case the Corcyreans
would prevent them to sail.’

(Th. 1.27.2)

(24) 6 Nopeodmpog... Tov te nl Opakng TOAEUOV VIEGEYETO KOTAADGELY" TEIGELV YO.P
Tty népyey otpotiov Opaxioy Adnvololg ITténv e Kol TeATocTdy.
‘Nymphodorus... promised to bring the war in Thrace to an end; for he would
persuade Sitalces to send a Thracian army of cavalry and targeteers to the Athenians.’

(Th. 2.29.5)

There is strong manuscript support for the future in these instances, but it must be admitted
that it is less strong than in the case of (1)-(3).”> The future infinitive in (24) gains authority if
we realise that the matrix verb meicelv, here in its dynamic sense ‘persuade’, is itself in
indirect speech just like the matrix verb in (22). The future in (23) perhaps becomes more
plausible if we look at a close parallel in Polybius:

(25) ot 8¢ npog Popoiovg enpisPevov, topadidovieg v mOA kol dedpevol
Bondnoev 6oictv aTolg OLOQVAOIG VITAPYOVGLY.
‘Some sent an embassy to Rome, offering them the city and asking them to provide
assistence as a kindred people.’
(Pol. 1.10.2)

Here, the support for the future in the manuscripts is overwhelming. The question is whether
we are prepared to allow the attestation in Polybius to dictate what we should read in
Thucydides, a question I am not at present comfortable in answering. This brings us to the
final issue. To what extent is the construction a Thucydidean idiosyncracy, and if it is not,
does the construction have a history which can be written? This matter has no small
importance for the theory proposed here. For if it were a Thucydidean idiosyncracy, it could
be argued that the transmission of Thucydides in particular has been corrupted in this respect.
It would then be less likely that I am right, because if the alternation of the construction is as
natural as | have tried to make it seem, it would help if there were more authors who used it.

32 The future is read in ABEFM in both cases.
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5. Beyond Thucydides

Much work, which is beyond the scope of this paper, still needs to be done in tracking down
and collecting instances of future infinitives after verbs of ‘wishing/being able’. It may be
suspected that many a true instance lies hidden in critical appendices, waiting to be
discovered. In this section I will discuss only a very limited number of examples and refer to
some literature that seems to indicate that it is a more widespread phenomenon in Ancient
Greek than has usually been assumed. The small collection of instances offered by Kiihner &
Gerth (1898: 185) almost certainly gives a wrong impression of the figures. A much larger
collection of potential examples can be found in an appendix to the edition of the grammarian
Phrynichus by Lobeck (1820: 745-56 = Parergum VI). Most of the examples he cites come
from Hellenistic and Roman authors. Whether this is a sign of the expansion of the
construction in the later development of Greek or of Lobeck’s particular concerns in editing
Phrynichus cannot be certain as long as classical authors are not scrutinised more carefully for
the phenomenon. In explaining the instances, Lobeck sides with Hermann (1810). As an
anthology of passages his work is indispensable, however.

A few passages may be briefly discussed here. In classical Greek the following passage
in Herodotus certainly deserves attention:

(26) tadto €fovAevoavto ot Txkvitan fovAouevot €€ avtémy Toidog kyevnoestot.
‘The Scythians devised this, because they wanted children to be born from them.’
(Hdt. 4.111.2)

The future is transmitted in all manuscripts, and is retained both in Hude (1927) and in Rosén
(1987/97). 1t is quite remarkable that Hude did not interfere here, while he did so in similar
instances in Thucydides. The reason can only be guessed at. Note that the subject of the
matrix verb and the infinitive do not co-refer. It may be observed that this is also not a
prerogative of Bovlopot in the dynamic construction. This further supports the future
infinitives in (24) and (25). A possible translation of BovAouevot is ‘while they thought it was
desirable’. Another Herodotean example in which both editors keep the future infinitive that is
found in all manuscripts is:

(27) kol TadTO LEVTOL GPLGL OVK GOy POV TOLEELY, OAAD TEAOC Kol €mtBovAevovTog
EMLELPNOEV QOVIIVOL €T CVTOPMP.
‘And this [they say] was not even enough for them; no, finally they were caught in the
act of meditating to attack them.’

(Hdt. 6.137.3)
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Stein (1894: ad loc.) adopts the noun €niyeipnotv which is only found in a second hand in B
and D (see Hude (1927: critical appendix ad loc.). In the light of other instances we discussed
this is surely unnecessary.’

I finish with an example from Polybius cites by Lobeck, because it forms a striking
parallel with (1):

(28) Avrtioyog 8¢ tavTng amonesmv the eAnidog mapfv e1¢ Epecov kol svAioy{ouevog
0T HOVAG OV OVT® BVVOLTO KOAVGELY TNV TOV Tel1kdV oTpotonednv drafacty kol
x030A0L TOV TOAepov oo Thg Actog anotpifesdor.

‘Antiochus was disappointed and went to Ephesus, calculating that only in this way he
might be able to prevent the crossing of the army and more generally avert the war
from Asia.’

(Pol. 21.11.13)

Again, we find a future infinitive that itself occurs in indirect discourse, this time in a ot1-
clause dependent on cvAAoyilopevog ‘calculating’. As in (14) and (22), it is desired/intended
by the subject to be able to carry out the action expressed by the infinitive, while the ability
itself is only potentially present (cf. the potential optative with awv). It is interesting to see that
the future and declarative kwAvoewv is followed by the present and dynamic arotpifectour.
Perhaps the difference can be explained as follows: Antiochus wants to prevent the army from
crossing; this is what he thinks about and is immediatley concerned with. Polybius then adds
what would be the ultimate consequence of Antiochus’ stopping the army so that the reader
becomes aware of the importance of the events described here. This is not presented in
indirect discourse and as something Antiochus is immediately concerned with; rather it is
described ‘from the outside’ as it were.

To conclude, there is good reason to assume that the future infinitives in (1)-(3) are
sound, and quite possibly those in (23) and (24) as well. In future editions of Thucydides’
Historiae they should be restored in the text. It may furthermore be assumed that the
construction is not a Thucydidean peculiarity, but a more productive and widespread
phenomenon than has usually been assumed. More research is needed to restore the infinitive
in all passages in which it has erroneously been emended; where it is transmitted in at least
some manuscripts, it should be reported in the critical appendix.

33 From Herodotus Lobeck also cites 8.25.1: oVtm moAlol fidehov defoeodar. (‘So many people wanted to see
it.”) with a future inf., where all modern editions have an aorist. It is only with the appearance of Rosén’s new
edition of Herodotus (1987/97: critical appendix ad loc.) that we know he does not completely overstep the
mark here: M and the editio princeps offer a future infinitive. Hude (1927) ignored both these sources so that
his appendix shows nothing at this place.
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Armenian o(v)
Daniel Kolligan

1. Introduction

It has generally been assumed that the Armenian adjectival interrogative pronoun or and the
substantival interrogative pronoun o(v), pl. oyk‘, both of which are also used as relative
pronouns, derive from the IE interrogative pronominal stem *k*o- which is attested in most of
the ancient IE languages (cf. Goth. has, Ved. kah, Lith. kas; with the variant stem in -i- in Gk.
tic, Lat. quis, Hitt. kwis etc.),' although the evidence for the development of IE *k¥o- in
Armenian is — as in many other cases of Armenian historical phonology — scanty, with only a
few disputable etymologies that might speak in favour of *k*o- > o-, while counterevidence
speaking for a development of IE *#k* > Arm. #k - before a non-high vowel” seems to be
attested in k‘an ‘as’ < *k*eh,nt’ and k‘afasown ‘40’ < *kt(u)r-h, -komt-h, via *k*afa-konta.*

2. Word initial *k*: Arguments For *k*o- > o-

The arguments that may be adduced in favour of a development *i*o- > o- are both
etymological and structural: (1) Beside or/o(v) we find zi and z-in¢‘ used for non-persons
which in its latter form seems to be the comparandum for Skt. kimcid ‘anything’ < *k*imk*id.
(2) The distribution of the two stems IE *k*o- :: *k*i- in Armenian seems to parallel exactly
that of OCS kwto ‘who’ vs. ¢bto ‘what’. (3) A comparable development of *k*u- > u- seems to
be attested in Lat. ubi ‘where’ < *k*ud’ei (: Osc. PUF, Umb. PUFE, Skt. kuha, OCS kvde <
*I#ud"e, but word-internally *k* is retained as /k/, cf. ali-cubi ‘somewhere’, cf. Meiser (1998:
99)). (4) The formation of ordinal numbers in -(er)ord (erkrord ‘second’, errord ‘third’,

' Cf. e.g. Meillet (1936: 34) ‘ov “qui?”, cf. skt. kdh’, similarly Schmitt (1981: 123-4). Viredaz (2005: 85 fn. 8)
derives or from *k*otero- via a sound change *k* > k* > h > @ which according to him may happen in
grammatical words (cf. lenited dow < IE *#i instead of the expected **¢‘ow). Olsen (1999: 806) assumes *k*o-
> *po- > (h)o-, but *k*u- (both from *6 and *u) > k’ citing k ‘owf ‘anything twisted, thread’ < *k%61h;-o-.

* The development expected before a high vowel in word initial position is ¢*, cf. ¢‘ork* ‘4> < *ket(u)ores. For
this reason, already Hiibschmann (1897: 450) expressed his doubts on the derivation of (z)i ‘what’ from *k*id:
‘mir unwahrscheinlich’. Word internally *k* > ks attested in elik * < *elik¥et (: Gk. éAne). There do not seem
to be unambiguous examples for the context *k*i since ac‘k ‘ ‘eyes’ which goes back to the IE dual *h;k*ik, (:
Gk. ocoe, Lith. aki, OCS oc¢i) may stem from either *ak T or *ak ‘ya. In view of forms like sterj ‘barren’ <
*steria < *sterih, (: Skt. start, Gk. otelpa) the latter development seems more likely.

? For this reconstruction of k ‘an cf. Matzinger (2005: 92).

* Cf. similarly Winter (1992: 351) who starts with the full grade in the root *Ifet(u)rd- and assumes
assimilation in *k*etaia- to *katara-.
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¢ ‘orrord ‘fourth’, hingerord ‘fifth’ etc.) might be equated with Skt. -k7¢ in sa-krt ‘once’
deriving from IE *-k¥rt- (cf. Winter 1992: 356).

Arguments 1 and 2 are normally taken to be the strongest indications that Arm. o(v) and
or should indeed be reconstructed with an initial *£%, cf. Schmitt (1981: 123-124): ‘Immerhin
ist eine entsprechende Verteilung von *k*o- fiir Personen vs. *&*i- fiir Sachen auch im Slav. zu
beobachten... und in dieser Parallele ein beachtliches Argument zugunsten der angenommenen
etymologischen Verbindung zu sehen.”

Argument 3 is slightly weaker, since the context in Latin is *k*u-, not *k*o- (cf. against
this Lat. cuius < *k*osio+s), indicating that the consonant may have been lost by dissimilation
beside /u/ while it was retained before /o/.” None of this is pertinent to the Armenian forms,
where the vowel is /o/, thus Lat. ubi cannot count as a parallel case.” One might even try to
discard ubi on the whole by claiming, as Walde & Hofmann (1938-1956: 11.739-740) do, that
it originated by a resegmentation of ali-cubi as alic-ubi based on the parallel to ibi ‘there’.

Finally (argument 4), the drawback of explaining Arm. -(er)ord as related to Skt. -k7t-,
as per Winter (1992), is — apart from the question of the sound change — that the latter is used
in multiplicative adverbs (sa-krt ‘once’, asta-krtvas ‘eight times’, ddsa krtvas ‘ten times’
etc.), not in ordinals. Consequently, there have been attempts to explain the numeral formative
-(er)ord differently, most notably by Szemerenyi (1960): the apparently older ordinal number
formation is the one in -ir as seen in erkir, erir and ¢ ‘orir, meaning ‘second’, ‘third’ and
“fourth’ respectively, which might go back to (a) *duis (: Lat. bis, Gk. 8i¢ ‘twice’), *tris (:
Lat. ter, Gk. 1pig, Olsen 1989), (b) to adjectival *dui-ro-, *tri-ro-,” or (c) to a formation in
*-do- (. *rki-do-, *ri-do- > erkir, erir) analogically transferred from *&*(e)t(u)(o)r-to-
(Viredaz 2005: 91). The ordinal ¢ ‘orir seems to have been built by analogy to erkir and erir
from the stem ¢ ‘or- < *k¥et(u)or- in any case. If the original ordinal formation in *-to- (which
in the case of *#ri-to- would have given Arm. **eriw) was preserved in the ordinal for

> Already Pisani (1944) had considered this connection, but he proposed a dissimilation in the case of *erkr-
kord- > erkrord with -ord then spreading to other ordinal numbers.

6 <After all the same distribution of *k%o used for persons vs. *k%i for things is found in Slavonic as well... and
this parallel is to be reckoned a considerable argument in favour of the assumed etymological connection.’

7 Lat. uter “which of the two> which seems to be cognate with Gk. ndtepoc, Skt. katarah may therefore not be
derived immediately from IE *k*otero-, but either from IE *k*utero- with the stem *k*u- as in *k*ud’ei (Meiser
(1998: 168); cf. also Schmidt (1893: 405-6), Buck (1904: 146), Sommer (1948: 441)) or as having lost its initial
consonant by analogy to ubi : ibi (cf. iterum corresponding to Skt. itarah ‘other’), cf. Ermout & Meillet (1985:
1338).

¥ Even admitting that Armenian had a development *k*u- > *u- one would still have to assume analogical
generalization of g- from forms such as owr ‘where’ to o(v) ‘who’. The former could then be equated with Skt.
kitra, av. kuOrd < *k*utre, cf. Schmitt (1981: 201-2), de Lamberterie (1989: 250), or with Skt. kuhd, Av. kuda,
OCS kvde ‘where’ assuming a protoform *k*u-d"e with a sound change *d" > r in Armenian as does Viredaz
(2005: 85-6).

? _ro- might then be explained as taken from *k¥fur-o- ‘fourth’ reanalyzed as *k*tu-ro-, cf. Szemerényi (1960:
95).
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‘fourth’, the form *k*et(u)or-to-'° might have resulted in Arm. *¢‘ord which was conflated
with ¢ ‘orir to *¢‘orirord > ¢'orrord."" By analogy the ending -ord was transferred to the
ordinals for ‘second’ and ‘third’ giving *erkir-ord > erkrord and *erir-ord > errord."
Finally, as in comparison to the cardinal numbers erkow ‘two’ and ¢ ‘ork‘ ‘four’ the ordinals
erk-rord and ¢ ‘or-rord seemed to contain a suffix -rord, the latter was used for forming the
ordinal for ‘fifth’, hinge-rord which betrays its late formation by the missing vowel reduction
in the first syllable, cf. against this hnge-tasan ‘15’ from *hingetasan. The -e- in hingerord
was then reinterpreted as part of the suffix (probably again in comparison to the cardinal
number hing) which as such was used to form the ordinals from ‘sixth’ onwards, cf. vec ‘-
erord, ewt ‘n-erord etc.

Other etymologies that have been proposed to support a development *k*o- > o- are
unconvincing."” For that reason some have assumed a dissimilation *k*-... - > o... k* in
pronouns such as ok ‘somebody’ < *k*os-k*e and (z-)in¢‘ ‘what’ < *k*imk*id (. Skt. kimcid)
which then spread analogically to the other pronouns.'* But good parallels for such a

development seem to be lacking.

To sum up, the evidence for a development of IE *#k* > #o in Armenian is weak, but it
seems hard to dismiss the equations between the Armenian forms of the interrogative
pronouns and its apparent cognates in other languages.

3. Word-final -y

The protoform of 0 was *oy, as can be seen in the pl. forms nom. oyk ", acc. oys, gen. dat. abl.
oyc ‘. *oy was monophthongized in absolute word final position in the same way as *ay in the
demonstrative pronouns s-a, d-a, n-a from earlier *s-ay, d-ay, n-ay. The original -y is still
visible when the diphthong is not in absolute word final position, cf. e.g. dat. sg. nmay-n ‘to

' With secondary full grades by analogy to the cardinal number *k¥et(u)ores, cf. the older formation in Skt.
turiya- < *I*tur-ijo- and with -to- in Gk. 1€ta,ptog.

" As already suggested by Szemerényi (1960: 95). Against this Winter (1992: 356) pointed out that the older
cardinal for ‘four’ is found in & ‘aFord ‘fourth; quarter’ which, subtracting the secondary -ord, leaves us with
*k ‘aF which may be equated with Skt. catith and Av. ¢adrus ‘four times’, i.e. *k*et(u)rs. Still, as this form is an
apparent archaism with originally different meaning, it is all the more possible that the ordinals influenced one
another starting from the formation in *-fo- (Arm. *¢‘ord).

' Alternatively, one might assume that after the first analogical transfer of *-do- from *¢ ‘ordo- to *rki-do-, *ri-
do- (: erkir, erir) in a second step -ordo- was transferred from ¢ ‘ordo- giving *erkir-ord- > erkrord, *erir-ord-
> errord and then back to *¢‘orir-ord > ¢ ‘orrord.

1 E.g. Olsen (1999: 806) who derives Arm. ofn ‘back, spine, backbone’ from *k*olso- (: Lat. collus, -um ‘neck,
throat’, Goth hals) which does not explain the stem formation (ofn, gen. ofin, pl. ofownk®). The traditional
connection with Gk. ®Anv, -évog ‘elbow, lower part of the arm’, ®Aévn, ®AAOV: TV 10D Bporyiovog koumny
(Hesych.) showing the same n-stem as the Armenian seems more promising, despite the semantic difference
(orig. ‘bend’?).

' For this view, cf. de Lamberterie (1989: 250, 267). ok ‘ would then correspond to Skt. kas ca ‘somebody’.
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him’ with the postposed article.'> De Lamberterie (1989: 266) explains this proto-form *oy
from a sequence *k*os-te with a reinforcing particle (‘particule de renforcement (“qui
donc?”)’) IE *-te, for which he compares the -fe found in Lat. is-fe ‘this’ and the -fo in OCS
kvto ‘who’. As Lat. is-fe may be due to the weakening of word final *o as in sequere ‘follow!’
< *sek¥eso (: Gk. €rnov) it might actually be reconstructed as *fo as in OCS. While this
equation might seem tempting at first sight, it may turn out to be a mirage as for the element
-to in these two languages quite different origins have been assumed:

1. Sommer (1948: 426) already suggested that Lat. -fe in iste might be related to the IE
demonstrative pronoun *so/fo-: ‘Man vermutet im 2. Bestandteil den idg. Stamm *to- “der”,
ai. ta-, den Artikel des Griechischen’.'® Similarly, Meiser (1998: 163) argues that -te derives
from *fo as a remodelling of *so taking over the initial dental from the neuter *fod, cf. istud <
*es-tod. Apparently, the suppletive paradigm IE *so/fo- split into two full paradigms *so-
(Ennius still has the accusative forms sum, sam, sos) on the one hand, and *fo- on the other
(cf. adv. tum, tam ‘then’).

2. Hackstein (2004a) has studied syntactic structures producing new pronominal forms
by the coalescence of an interrogative clause and a following relative and/or demonstrative
pronoun as in the case of Alb. kush < *k*os so(s) and Toch. B k,se < *k*is so(s), originally
‘who (is) this who...” (2004a: 276). The same might apply to OCS k»fo < *ku-to which might
be derived from an interrogative clause *k*os (h,esti) tod ‘who is this?’ with the neuter form
of the demonstrative instead of the masculine (cf. Germ. jemand/niemand anders, Skt.
Brahmanas #dt tvam asi ‘you are this’ (Hackstein 2004: 276 with fn. 14)).

It would seem, therefore, that Lat. -fe in iste and OCS -fo in k»fo have come about in
both languages by quite different processes and may not suffice to reconstruct an Indo-
European particle as common ancestor. It ensues that a different origin for the -y of the
Armenian interrogative pronoun *oy ought to be found and it is the type of focal interrogative
clause studied by Hackstein that might provide a clue in this matter.

4. Coalescence of an Interrogative Clause and a Following Pronoun

The process of condensing focal interrogative clauses via ellipsis to bipartite interrogatives
can be seen in various stages in a number of languages as Hackstein’s examples show. In
some languages, like Homeric Greek and Russian, focal interrogative clauses and/or elliptic
constructions without the copula verb and the relative pronoun are common, cf. for Greek ex.

' Cf. Meillet (1936: 88); Schmitt (1981: 122); de Lamberterie (1989: 266). -ay supposedly is the same particle
as in Lith. zas-af ‘he’ (emphatic demonstrative), cf. Viredaz (2005: 92 fn. 46). It cannot be connected with *oy,
though, as *0-ay would contract to **ay yielding **a, cf. *s-/d-/n-o-ay > *s-/d-/n-ay > s-/d-/n-a.

' “The second element is usually assumed to be the IE stem *fo- ‘this’ as in Skt. fa- and the Greek article.’



114 Daniel Kélligan

(1) with a full focal interrogative clause and ex. (2) with ellipsis of the copula and relative
pronoun:

(1) 7ig 8¢ oV £o01 O¢ W' elpeait;
‘Who are you that asks me?’
(Iliad 15.247)

(2) Tig &' 0bTOC KT VAOIC AVEL GTPOLTOV EPYEOLL 010C;
‘Who are you that are walking alone through the camp along the ships?’
(lliad 10.82)"

In Russian the interrogative pronoun that arose by the conflation of an interrogative and
demonstrative pronoun in an elliptic focal interrogative sentence (¢to ‘what’ < *k*id (h,esti)
tod ‘what (is) this’) is frequently itself reinforced by the demonstrative efo ‘this’, giving
sentences of the type:

(3) ¢cto eto ty skazal?
‘What (this) have you said?’ (< **What (is) this (which) you have said?”)

Similarly, in Latin we find elliptic constructions of the type:

(4) quod hoc monstrum... in provinciam misimus
‘What (is) this monster that we have sent to the province?’
(Cic. in Verrem 4.47)"®

As for the coalescence of the interrogative pronoun with a following element of the focal
clause there seem to be at least three different types. In the first case a demonstrative pronoun
forms part of the interrogative clause which eventually becomes part of the new interrogative
pronoun, cf. the cases already seen, Russ. kto, ¢to and Toch. B k,se from IE *k*os (h,esti) tod
and so respectively. The second type is exemplified by French qu’est-ce que where the
relative pronoun following the demonstrative has also become part of the new interrogative.
Thus an original clause ‘what is this which’ has been condensed into a pronoun ‘what’. That
this construction originally was a focal clause is visible in earlier usage where other elements
can be intercalated in the interrogative clause, e.g. a vocative in

' Further examples as given by Hackstein (2004a: 271-272) are Od. 6.276 'tig &' 6de Nowoikaq £neto...;
“Who is this person that follows Nausikaa...?”, Od. 20.191 ti¢ 81 08e Eelvog véov etAnAovide; ‘Who is this
stranger that has just come in?’, Eur. Hec. 501-2 tig obtog oduo tovuov ovk £4 / keiodat; “Who is it that does
not let my body rest?’. Also the formula (7x) molov Tov uddov €eineg results from an earlier ‘What is this word
which you have said?’ (*ro10¢ €611 08¢ uddog OV eimec;).

'8 Cf. Hackstein loc. cit.
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(5) Qui est ce, dieux, qui m’aparole?
‘Who is this, oh gods, who is speaking to me?’
(Renart IV 233)

and where the word order is still variable, cf. with the copula verb following the demonstrative
pronoun

(6) Etsavez que ce est que m ‘avez otroie?
‘And do you know what it is that you have empowered me to do?’"”
(Mort Artu 14, 12)

In contrast to these two types just described there also seem to be cases of interrogative
clauses without a demonstrative pronoun. Here only the relative pronoun becomes part of the
new interrogative, schematically *k*os hesti ios... ‘who is it who...”. Examples for this type
may be seen in various languages:

(a) the colloquial Portuguese pronoun o que que, e.g. in a phrase like o que que é isso?
‘What is this?’, has arisen out of the ellipsis of the copula verb in the sentence o que é que...
‘what is (it) that ...". Focal interrogative clauses are quite common in Portuguese, cf. onde é
que vocé estava? ‘where were you?’ (lit. where is it that you were?), como é que chama o
nome disso? ‘what is this called?’ (lit. how is it that the name of this is called?).

(b) The Latin construction quid est quod ‘what is it what’ has given rise to a new
interrogative quid quod ‘what about’, cf.

(7) Quid quod sapientissimus quisque aequissimo animo moritur...?
‘What of the fact that wise men die with utmost equanimity?’20
(Cicero, de Senectute 23, 83)

(c) Various explanations have been given for the Greek interrogative pronoun molog
‘what kind of, which’, the corresponding demonstrative totlog ‘of this kind’ and the relative
otog ‘of which kind’:*' (i) transfer of the ending -otog from forms like oidolog ‘honourable’
(:a1dwg ‘reverence, awe’) to mavtolog ‘of all sorts’, addotog ‘of a different sort” and then to
tolog, molog, otog (Meillet/Vendryes 1948: 391). (ii) back-formation from oblique case forms
of the IE demonstrative and relative pronouns (Skt. gen. sg. tdsyah, ydsyah, dat. sg. tasyai,
yasyai, etc.) (Hirt 1902: 308, 1929: 292 fn. 1; Petersen 1915; Rix 1992: 185, the latter two
arguing for the gen. pl. *foisom as the origin). (ii1) original identity with the Lat. adjective
cuius ‘belonging to whom’ and/or the gen. sg. of the relative pronoun qui, quae, quod, i.e.
*I*osio and/or *k*oiio (Monteil 1963: 178-181; Lejeune 1968: 120-122, 128). (iv) the form

19 Examples taken from Hackstein (2004a: 269).
2% Cf. Hackstein (2004a: 269; 2004b: 181).
2 For the following cf. Meier-Briigger (1979: 132-134).
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goes back to a loc. sg. in *-oi of *k¥o- + suffixed *-jo-, i.e. *k*oiio- (Brugmann 1900: 181).
(v) the form is cognate with Goth. laiwa ‘how’ stemming either from *k*o-oiuo- with *oiuo-
corresponding to Skt. éva- ‘hurrying; walk, way of action’ being an abstract noun to IE */,ei
‘to walk’ (Schulze 1904: 435 fn. 3) or from a full grade variant of *&*i- + a suffix -uo-, i.e.
*Ioiuo- (Blimel 1972: 89 with fn. 220).

None of these explanations seems to have found common acceptance. While (i)-(iv) fail
to explain how the specific meaning of molog came about,” (V) seems unacceptable on
phonological and morphological grounds, as in the case of *k*0-oiuo- one would expect a
contraction to *k*oiuo- which could not be the preform of Gk. nolog; besides this, it is unclear
if this kind of compound was possible in the proto-language; in the case of *k*oi- the
assumption of an o-grade ablaut variant to *k*i- is ad hoc.

Meier-Briigger (1979) has proposed to understand the Greek froms in terms of the OP
relative pronoun masc. haya, fem. haya, ntr. taya, e.g. as in Dareios’ Bisutun inscription col.
I1 91-92 ima taya mand krtam ‘this (is) what I did’, i.e. as a combination of the demonstrative
pronoun and the immediately following relative pronoun: *fos-ios > tolog. According to him,
tolog may have arisen in nominal relative sentences of the type II. 24.384 tolog yop cvnp
protog OAmAe ‘for such a man, the best one, has died” which originally may have contained
a relative clause ‘he who (was) the best man’. From this one might assume that olog and olog
were built in analogy to the usual distribution of n- for interrogative and /h-/ for relative
pronouns. Against this, though, one might argue that there is no context in which a form *zos-
Jos may have arisen, as the demonstrative pronoun is *so, Gk. 0, in the nom. sg. masc. A
combination of this form with the relative pronoun would yield *soios which would most
probably result in Gk. *00c/oV¢. If one starts with an oblique case like the acc. sg. masc. *tom
+ iom one must assume that for some reason the word-initial *7 was kept, but that the first
element lost its inflection. In the case of the relative a preform *jos-ios would yield the
attested olog, but there is no comparative evidence that such a doubled relative pronoun might
develop a meaning ‘what kind of x’.

For these reasons, it seems more probable that the development of toloc/molog/olog
started in focal interrogative clauses of the type *k*os (hesti) ios ‘who (is it) who...” as in this
case the presumed preform *k*os-ios would immediately yield Gk. notog. The Homeric phrase
molov £ewneg; (4x) ‘what have you said?” might thus cover an earlier ‘what (is it) which you
have said;’ and the Homeric construction of the type molo¢c + NP + verb such as moiov tov
uddov eetneg; ‘what (kind of) word have you said?’ equals the construction Tig oVTog
gpxeat...; from an earlier focal interrogative clause *tig el oVtog 0¢ &pxeot; ‘who are you
(this one) who are walking...?” Thus nolov tov pddov geinec; would seem to go back to a
hypothetical earlier *rnoldc €ott 0 uddoc ov €eimec; ‘what is this word you have said?’
showing a repetition of the process assumed for the creation of motoc.

2 Cf. e.g. Wackernagel (1920-24: 11.114) against Petersen’s explanation.
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The assumption of a focal clause as the origin of Gk. n/tot0o¢ might also account for the
meaning ‘which/this kind of x’ as a question of the type ‘who is he who...?” or in the neuter
‘what is it that...?” may easily be reinterpreted as asking not for a specific referent but for the
category the referent belongs to, thus nolov £euneg; ‘what have you said?’ > ‘what kind of
thing have you said?’*

(d) Finally, the interrogative pronoun Gothic larjis, ON hverr might be a combination
of har ‘where’ and the relative pronoun, i.e. *k*or-io- from *k*or h;esti ios... ‘where is he/the
one who’ > ‘who’** or of a stem *k¥o-ro- ‘which of the two’ and *jo-, thus ‘which (of the two)
is it who’ > ‘who’ (cf. De Lamberterie 1989: 267).

(8) Andhof'im lesus: managa goda waurstwa ataugida izwis us attin meinamma, in barjis
pize waurstwe staineip mik?
amexpidn avtolg 0 Incodg [oAlo Epyo koho £8e1€a LUV £k TOD TOTPOC” diak
molov otV £pyov eue Adalete;
‘Jesus said to them, ‘I have shown you many great miracles from the Father. For
which of these do you stone me?”’
(Jn. 10.32)

It is this type with only the relative pronoun coalescing with the interrogative that may lie at
the basis of Arm. o(v): if one assumes an original focal cleft sentence *k*os (h,esti) ios... ‘who
is it that...’, the sequence *k*os-ios would give *ohi(o) > *oy by regular sound change, if one
assumes that initial *4* was lost in this word. For the treatment of word-final *-ohio cf. the
gen. sg. of the o-stems -0y < *-osio (mardoy ‘of man’ < *mrtosio, etc.).

The old Armenian Bible translation gives ample evidence for this sentence type, both
with and without a demonstrative pronoun, cf.

(9) ov é sa or xosi zhayhoyowt ‘iwns
Tic éot1v 00T0¢ 0¢ Aokel BAocenuiog;
‘Who is this who is speaking these blasphemies?’
(Lk. 5.21)

» Maybe the development started in expressions of purpose of the type ‘who is it who might do x’ as in this
case not a specific referent, but a quality is asked for.

* Cf. Feist (1939:282) who interprets arjis as ‘where he’ with *jos as a demonstrative, while Bopp (1870:
199) and Schmidt (1893: 400) understood it as the relative pronoun. The latter pointed out that the seemingly
related lith. relative pronoun kuris is a parallel innovation as in the dialect of Godlewa ku# and jis are still used
as independent forms, cf. ku? isvdlnino jo dukteri ‘whose daughter he had saved’. A similar combination of a
pronoun with a relative marker is found in the Gothic relative pronoun 3™ pers. saei, séei, patei (1°* pers. ikei,
2" pers. pitei, cf. Lk. 3.22 pu is sunus meins sa liuba, in puzei waila galeikaida v €1 6 vi0¢ pov 6 dryomntog,
gv ool evdoknoo ‘You are my beloved son in whom I am well pleased.’, etc.).
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(10) ovic‘eijenj mard oroy ic ‘é o¢ xar mi...
Tic €oton €€ vudv avdpwrog og £Eet TpoPatov Ev...
‘Which man is there among you who owns a sheep...’
(Mt. 12.11)

The same structure is used sometimes when translating a Greek participle with a relative
clause:

(11) ov é or ehar zk ‘ez
T1¢ £6TLV 0 TOLGOC OF;
‘Who is it that has beaten you?’

(Mt. 26.68)
(12) isk ard ov € or datapart arnic”...?
T1C 0 KOTOKPLVDV;
‘Who is it that will give judgement?’
(Rom. 8.34)

The frequent occurence of this construction in the Bible may of course be due to the influence
of the Greek original, but it is found also in other texts, cf. the following example with a focal
interrogative clause with copula verb followed by an interrogative clause with ellipsis:

(13)  ev part é xndrel yowme nayn elew, ev ov ér owm ink‘n zyast anér, ev ov ayn
orowm ordwoyn hramayeac ‘ vasn iwr yast arnel ... Ev ard ov ic ‘e or
zZrowann arar, et‘é o¢‘ Astowac
‘And it is necessary to investigate who he came from and who it was to whom he
himself offered the sacrifice and who (was) the one to whom as his son he
ordered to offer the sacrifice for him... And then, who might it be who created
Zruan if not God?’

(Eznik ch. 171)

If the substantival interrogative pronoun is derived in the way described above from a focal
interrogative clause, why is it that the adjectival pronoun or (<*k*oros or *k*oteros, cf. Skt.
katardh ‘which of the two’, Gk. notepoc, Lith. katras, Russ. kotdryj etc.) apparently does not
show any trace of a similar construction? There may be two different reasons for this: (a)
Either the adjectival pronoun never or only rarely occurred in this kind of construction next to
its nonfocal usage. This seems a reasonable assumption as comparative evidence for this kind
of construction seems to be infrequent. (b) For the new interrogative pronoun to show traces
of an ‘incorporated’ relative pronoun the two must have stood next to one another in a
sufficiently high number of occurrences. It might be, though, that in most cases, if the
construction was used at all, the head noun stood between the two pronouns, schematically
‘which (of the two) x (is it) that’ (*k*o(te)ros x (hesti) ios) rather than after the relative
pronoun, i.e. ‘which (of the two) (is it) that x” (*k*o(te)ros (h,esti) ios x).



Armenian o(v) 119

5. Summary

The Armenian interrogative and relative pronoun o(v), pl. oyk‘, may be derived from a
preform *k*os-ios that arose in focal interrogative clauses of the type ‘who is it who’. The
development of new interrogative pronouns out of condensed focal sentences has parallels in
many languages showing various stages of the process from the full focal sentence via the loss
of the copula and juxtaposition of interrogative and demonstrative pronouns (Gk. ti¢ ovtog
gpyeon etc.) to their conflation (OCS kwto) or even loss of the interrogative element (Toch. B
nom. se, obl. ce).”’

References

Bliimel, Wolgang. (1972). Untersuchungen zu Lautsystem und Morphologie des
vorklassischen Lateins. Miinchen: Kitzinger.

Bopp, Franz. (1870). Vergleichende Grammatik des Sanskrit, Send, Armenischen,
Griechischen, Lateinischen, Litauischen, Altslavischen, Gothischen und Deutschen. 3rd
ed. 2nd vol. Berlin: Diimmler.

Brugmann, Karl. (1900). Griechische Grammatik. Lautlehre, Stammbildungs- und
Flexionslehre und Syntax. 3rd ed. Miinchen: Beck.

Buck, Carl Darling. (1904). A Grammar of Oscan and Umbrian. Boston: Ginn & Co. (repr.
1979 Hildesheim: Olms).

De Lamberterie, Charles. (1989). ‘Introduction a I’ Arménien classique’, LALIES (Actes des
sessions de linguistique et de littérature) 10: 234-289.

Ernout, Alfred & Antoine Meillet. (1985). Dictionnaire étymologique de la langue latine :
histoire des mots. 4th ed. Paris: Klincksieck.

Feist, Sigmund. (1939). Vergleichendes Worterbuch der gotischen Sprache. 3rd ed. Leiden:
Brill.

» As the evidence for the development of IE *k* in Armenian is scanty (cf. 1 above), it might be tempting to
assume that the interrogative pronoun did not melt together with the demonstrative to form a new interrogative,
but that it was omitted altogether, leaving only the demonstrative to function as the new interrogative, thus the
original syntagm *k*os (hesti) so-s ios ... ‘who (is) this who...” developed into *(k*os) (hesti) so(s)ios ‘(who
is this) who...” with *so(s)ios alone giving Arm. o. Parallels for this kind of development seem to be missing,
though. In Tocharian B the interrogative nom. k,se and obl. k,ce are sometimes simplified to se and ce, thus
coinciding with the demonstrative forms, cf. Pinault (1989: 117), but this is after the coalescence of
interrogative and demonstrative pronoun, whereas in the Armenian case one would have to assume that the
demonstrative dropped out before it.



120 Daniel Kélligan

Hackstein, Olav. (2004a). ‘From discourse to syntax: the case of compound interrogatives in
Indo-European and beyond’ in Karlene Jones-Bley, Martin E. Huld, Angela Della
Volpe & Miriam Robbins Dexter (edd.), Proceedings of the 15th annual UCLA Indo-
European conference, Los Angeles, November 7-8, 2003. Washington, DC: Institute for
the Study of Man, 257-298.

(2004b). ‘Rhetorical questions and the grammaticalization of interrogative pronouns
as conjunctions in Indo-European’ in Adam Hyllested et al. (edd.), Per Aspera ad
Asteriscos. Studia Indogermanica in honorem Jens Elmgard Rasmussen sexagenarii
Idibus Martiis anno MMIV'. Innsbruck: Institut fiir Sprachwissenschaft, 167-186.

Hirt, Hermann. (1902). Handbuch der griechischen Laut- und Formenlehre. Heidelberg:
Winter.

(1929). Indogermanische Grammatik V, Der Akzent. Heidelberg: Winter.

Hiibschmann, Heinrich. (1897). Armenische Grammatik. Erster Teil. Armenische Etymologie.
Leipzig: Breitkopf & Hartel. (repr. 1992 Hildesheim: Olms).

Lejeune, Michel. (1968[1969]). ‘L’inscription osque de Saepinum Ve. 161°, Revue des Etudes
Latines 46: 115-125.

Matzinger, Joachim. (2005). Untersuchungen zum altarmenischen Nomen: die Flexion des
Substantivs. Dettelbach: RAll.

Meier-Briigger, Michael. (1979). ‘Zur Bildung von griechisch tolog, otog, molog’, Museum
Helveticum 36(3): 129-135.

Meillet, Antoine. (1936). Esquisse d'une grammaire comparée de l'arménien classique. 2nd
ed. Vienna: Imprimerie des Péres Mékhitharistes.

Meillet, Antoine & Joseph Vendryes. (1948). Traité de grammaire comparée des langues
classiques. 2nd ed. Paris: H. Champion.

Meiser, Gerhard. (1998). Historische Laut- und Formenlehre der lateinischen Sprache.
Darmstadt: Wissenschaftliche Buchgesellschaft.

Monteil, Pierre. (1963). La phrase relative en Grec ancien: sa formation, son développement,
sa structure des origines a la fin du Ve siecle A.C. Paris: Klincksieck.

Olsen, Birgit Anette. (1989). ‘Three notes an Armenian historical phonology’, Annual of
Armenian Linguistics 10: 5-25.

(1999). The Noun in Biblical Armenian: origin and word-formation: with special
emphasis on the Indo-European heritage. Berlin/New York: Mouton de Gruyter.

Petersen, Walter. (1915). ‘Greek Pronominal Adjectives of the Type notog’, Transactions and
Proceedings of the American Philological Association 46: 59-73.

Pinault, Georges-Jean. (1989). ‘Introduction au Tokharien’, LALIES (Actes des sessions de
linguistique et de littérature) 7: 5-224.



Armenian o(v) 121

Pisani, Vittore. (1944). ‘Armenische Studien’, KZ 68: 157-177.

Rix, Helmut. (1992). Historische Grammatik des Griechischen. Laut- und Formenlehre.
Darmstadt: Wissenschaftliche Buchgesellschatft.

Schmidt, Johannes. (1893). ‘Die griechischen ortsadverbia auf -vt, -vig und der
interrogativstamm ku’, KZ 32: 394-415.

Schmitt, Ridiger. (1981). Grammatik des Klassisch-Armenischen. Innsbruck: Institut fiir
Sprachwissenschatft.

Sommer, Ferdinand. (1948). Handbuch der lateinischen Laut- und Formenlehre. Heidelberg:
Carl Winter Universitétsverlag.

Schulze, Wilhelm. (1904). Zur Geschichte lateinischer Eigennamen. Berlin: Weidmannsche
Buchhandlung.

Szemerényi, Oswald. (1960). Studies in the Indo-European System of Numerals. Heidelberg:
Carl Winter Universitétsverlag.

Viredaz, Rémy. (2005). ‘Notes on Armenian historical phonology I’, Annual of Armenian
Linguistics 24 & 25: 85-103.

Wackernagel, Jacob. (1920-24). Vorlesungen iiber Syntax. 2 voll. Basel: Birkhduser.

Walde, Alois & Johann Baptist Hofmann. (1938-1956). Lateinisches etymologisches
Wérterbuch. 3rd ed. 2 voll. Heidelberg: Carl Winter Universititsverlag.

Winter, Werner. (1992). ‘Armenian’ in Jadranka Gvozdanovi¢ (ed.), Indo-European
Numerals. Berlin/New York: Mouton de Gruyter, 347-359.



Accentuation in Ancient Greek Deverbative @-stems’

Further Evidence for Loss of Analysis Followed by Accentual Change
Philomen Probert

1. Introduction

Many Greek deverbative a-stem nouns, such as dyopd ‘assembly’ (cf. ayelpo ‘gather
together’), are accented on the final syllable. But recessive a-stem deverbatives, such as otéyn
‘roof> (cf. otéyw ‘cover’), are numerous too. I have suggested briefly that nouns in this
category were originally accented on the final syllable, but that some have ceased to be
analysed synchronically as deverbative a-stems and, in some of these cases, subsequently lost
the accentuation associated with the suffix and acquired instead recessive accentuation — the
‘default’ accentuation for the language and the most regular accentuation for unanalysed
words (Probert 2006: 294-7). The present study follows up this suggestion with a detailed
investigation of the accentuation of deverbative a-stems.

Before the accentuation of deverbative a-stems can be addressed, a list of deverbative a-
stems needs to be drawn up. The following section discusses briefly the formation of
deverbative a-stems and the criteria on which I classify nouns as belonging to this category;
the resulting list of words on which this study is based is given in an appendix.

2. Formation

A suffix -@- (which in Attic became -n- except after e-, 1-, or p-) was inherited for forming
abstract nouns from verbal stems (see Chantraine 1933: 18-25; Risch 1974: 8, 10-12). These
nouns denoted the action performed by the subject of the base verb or (in the case of a verb
with stative meaning) the state of the subject. Thus, xAonn ‘theft’ denoted the action
performed by the subject of the verb kAéntw ‘steal’.” The type was inherited with mostly o-
grade of the verbal root, but new creations arising within the historical period often retained

' This paper results from work begun during the course of the dissertation on which Probert (2006) is based,
and it owes much to my supervisor, Anna Morpurgo Davies. Although I originally intended to include a chapter
on deverbative a-stems, I abandoned this work as it became clear that the dissertation would otherwise be too
long and was perhaps better structured as a study focusing on words with thematic, but no a-stem or other,
suffixes. But if the sort of explanation suggested there for the apparently inconsistent accentuation of nouns
with -po-, -t0-, -vo-, -Ao-, and -po- is correct, similar pressures ought to have influenced the accentuation of
words with non-thematic suffixes, and for this reason I return now to deverbative g-stems. It is due to the
history of this work that the text frequencies used in section 10 are based on the web-based version of the
Perseus corpus as it was in January 1999 (Crane 1999). I apologise for a small amount of repetition between
parts of this paper and the cursory treatment of deverbative a-stems at Probert (2006: 294-7).

? It is convenient to define the meaning of these nomina actionis with reference to the subject of the verb, but
the words themselves place no special emphasis on the réle of the subject in the action.
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the vocalism of the verbal stem on which they were based, especially if the stem of the base
verb provided no -e- that could simply be replaced with -o- (thus $A1n ‘a rubbing’ (Galen),
formed to YA1Bw ‘squeeze, chafe’). The verbal stem forming the basis for such derivatives
could be a present, aorist or perfect stem (Chantraine 1933: 18-25, esp. 22).

Some of the nouns so formed changed their meanings or acquired new meanings
alongside their original ones. In particular, it is common for these words to acquire one or
more concrete meanings, so that they denote some object connected with the verbal action. In
such cases the word may or may not retain its original abstract meaning beside its new
concrete meaning or meanings. Thus, 0poen, originally a nomen actionis to £pépm ‘cover
with a roof” means ‘roof” or ‘ceiling’ (concrete meanings only), while towpn, originally nomen
actionis to Yamtw ‘bury’, can mean either ‘burial’ or ‘burial place’ (abstract and concrete
meanings).

It is important to distinguish words in which the suffix -n-/-a- originated as an abstract-
forming suffix from those in which a suffix or element of this form had a different function.
For example, some old root nouns changed their declensional type by means of the addition of
-0.-/-n-. Words probably belonging in this category include 81xn ‘custom; right’ (cf. the root
noun dis (f.) ‘quarter or region pointed at, direction’ preserved in Vedic: see Frisk 1960-72:
1.393-4) and aAxn ‘strength’ (cf. the Homeric dative aAxt (trusting) in strength’: see Frisk
1960-72: 1.69). Other words acquired -@-/-n- as a feminine termination to correspond to
masculine -o-; thus ¥ed ‘goddess’ was created as a feminine to Oeog ‘god’ (see Wackernagel
1926-28: 11.25). Lastly, words in -@-/-n- could be back-formed from verbs that could be
interpreted synchronically as denominative, such as those in -G, -éw, -oiw, or -oive.’

Distinguishing between these different categories of words in -0/-1 is not always easy. In
particular, both derivatives such as xlonn ‘theft’ (cf. xAéntw ‘steal’) and back-formations
such as ayann ‘love’ (cf. ayomow ‘greet with affection’) are nouns formed on the basis of a
verbal stem. It is worth considering the justification for speaking of derivation in one case and
back-formation in the other, especially as there has traditionally been some confusion in this
area.

The word appoyn ‘joining’ will illustrate the problem. This word is formed on the basis
of the verb apuolm ‘fit together’. The verb is in origin a formation in *-je/o- built on a stem
that historically was probably a.puod- (cf. apuodiog ‘fitting together’; Frisk 1960-72: i.144;
Chantraine 1968-80: 111; Schwyzer 1953: 734 n. 2). Synchronically, however, the present
termination -Cm could belong equally well to a stem in -y- as to one in -8-, and some attested
non-present forms of the verb presuppose the reinterpretation of the stem as apuoy- (e.g. the
Doric aorist cvvapupo&ev at Pindar, N. 10. 12). Synchronically, the verb could thus be
interpreted as built on the stem of the noun appoyn. Historically this cannot have been the

? On back-formation from verbs in -do, see Risch (1974: 13).
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stem of the verb: most non-present forms of the verb, such as the usual aorist Npuooca,
presuppose a stem oppod- and, as Buck and Petersen (1945: 633) point out, ‘the verb is...
demonstrably earlier’ (the verb is attested in Homer, the noun first in Eupolis). Buck and
Petersen therefore speak in this and similar cases of ‘back-formation’.’

If we regard appoyn ‘joining’ as ‘back-formed’ from the verb apuolm ‘fit together’, it is
difficult to see how this process differs from that of ‘derivation’ whereby the noun xonn
‘cutting’ is derived from xonte ‘smite, cut’. In such cases, the standard analysis is simply as a
derivative. Thus, Frisk (1960-72: i.915) simply lists xorn as a ‘derivative’ (4bleitung) from
xontw. However, kontm is in origin a *-je/o- present no less than apuolw, and from a
synchronic point of view kont®m would be open to interpretation as based on xonn. If we speak
of back-formation in the case of appoyn ‘joining’, should we not then do the same in the case
of komn ‘cutting’?

On the other hand, neither appoyn ‘joining’ nor xomn ‘cutting’ actually needs to be
analysed as a back-formation. As mentioned above, verbal nouns in -n can be created on any
stem of the verb — present, aorist, or perfect. The present opuolw can be analysed
synchronically as belonging with a non-present stem oppoy-, just as xontw is synchronically
(as well as diachronically) analysable as a present belonging to a non-present xorn-. In both
cases, the non-present stem implied by the present can be used as a base for the derivation of a
nomen actionis in -n. The relevant non-present stem may of course exist as such, as in the
aorist éxoyo [ekopsa] ‘smote’, where the -s- is clearly an aorist formant and is not taken over
in derivation. But this is less important than that the stem in question be synchronically
extractable from some form of the verb, e.g. the present.

For this reason, I have made the decision not to count words in -yn formed to verbs in
-Cw as back-formations, but simply as derivatives, and to reserve the term ‘back-formation’
for cases such as the creation of a noun ayann ‘love’ to oryomam “greet with affection’. In this
case, the -a- that precedes (or contracts with) the verbal endings is not merely a present-
formant but runs right through the verbal system (sometimes appearing as -n- rather than -o-,
as in the Homeric (unaugmented) aorist dydmnoa, but nevertheless clearly existing). A real
derivative of this verb in -a/-n ought therefore to have ended in -am or -nn, but clearly neither
aryomn nor similar nouns formed to verbs in -& result from the contraction of such forms. If
they did, we might expect to find some survivals of uncontracted forms. We would also not
find a recessive accent on the penultimate syllable, as in dryann, but the accent resulting from
contraction: **ayont. Thus, I take nouns in -&/ -n formed to verbs in -dm to be back-
formations. By similar reasoning, -&/-n nouns formed to verbs in -, -aiw, and -alve are
taken to be back-formations. Those formed to verbs with what were historically -ie/o-
presents, however, are treated as straightforward derivatives. Nouns in -6/-n formed to verbs

* Frisk (1960-72: i.144), on the other hand, speaks cautiously of the noun existing ‘beside’ the verb (daneben),
Chantraine (1968-80: 111) of the noun having ‘come from’ the verb (issu de).



Accentuation in Ancient Greek Deverbative a-stems 125

in -avo are also treated as straightforward derivatives if (as always occurs for the instances in
the data here considered) there is an aorist stem consisting simply of verbal root plus thematic
vowel (as in the case of BAaoctn ‘shoot; growth; birth’ beside €BAactov, Attic aorist of
BAloctave ‘sprout, grow’).

3. Data Considered

The list of words to be studied here has been assembled by sifting in search of relevant items
through the various sections of Buck & Petersen (1945) in which nouns in -G/-n appear.
Words that can be identified as deverbative a-stems have been included unless (a) they are
likely to be compounds, prefixed forms, or derivatives of compounds; (b) they are only
attested on inscriptions or as unaccented writings on papyri; (c) they are first attested later
than the second century BC (but words are included if attested for an author of the second
century BC or earlier in a quotation from a later author, unless the only source for the word is
Hesychius), or (d) they exist only as conjectures or doubtful readings. Altogether, 185 words
are considered.

4. Accentuation

Of the 185 words identified as nomina actionis in -a/-n, at least in origin, 136 are finally
accented (74%) while 48 are recessive (26%). The accent of one word, coyn/coym ‘pack,
baggage’ was variable or disputed, according to Arcadius (120. 3-4); hereafter in making
statistical statements I shall ignore this word. A majority of deverbatives in -@/-n, then, is
finally accented but a sizeable minority is recessive. In the following sections we shall
consider three factors that have been claimed to correlate with this accentual split:

(a) Bally (1945: 50-1) notes that those a-stem nomina actionis with o-grade root
vocalism typically have final accentuation (thus xAorn ‘theft’) while those with other root
vocalisms are sometimes accented on the final syllable, sometimes recessive (thus ogn
‘lighting, kindling; touch’ but Andn ‘forgetting, forgetfulness”).

(b) Vendryes (1904: 149-51, 155-6), Bolelli (1950: 92-3), and Kurylowicz (1958: 115-
16, 1968: 91)° note that -a/-n derivatives’ with abstract meaning are normally finally accented
(so xAomn ‘theft’) while those with concrete meaning are often recessive (so otéyn ‘roof’).
Two minimal pairs mentioned by Vendryes (1904: 150) and Kurytowicz (1958: 116, 1968:

> Hesychius’ lexicon is preserved in only one manuscript, the accentuation of which is highly idiosyncratic (see
Latte 1953-66: 1. pp. viii, xxvii).
% Cf. also Postgate (1924: 44-5).

7 Both Vendryes and Kurylowicz also include some other types of -a/-n stems in their discussion (e.g. words
with suffix -ovn)/-6vn), but these do not concern us here.
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91)* lend support to the view that the distinction between abstract and concrete meaning is
important for the accentuation of these words. The abstract oxopn ‘digging’ is finally
accented but the concrete oxaen ‘trough; light boat’ is recessive. Similarly, we have aproym
‘seizure’ (abstract with final accentuation) but aprayn ‘hook, grappling iron’ (concrete with
recessive accentuation).’

(c) Bonfante (1930) holds the accentual distribution to be determined in part by a
phonological rule shifting the accent from a final heavy syllable onto a penultimate heavy
syllable (_~ <*  “:cf pfmp ‘mother’ < *untmp'’), although the majority of affected
deverbative -a/-n nouns would have restored final accentuation analogically.

5. Root Vocalism

Bally’s observation that @-stem deverbatives with o-grade root are more consistently accented
on the final syllable than other a-stem deverbatives is clearly correct. Table 1 shows the
numbers of finally and recessively accented deverbative a-stems first among those words
where the suffix -0/-n is added directly to an o-grade verbal root, and secondly among those
words formed in other ways. I have counted words as having an o-grade root (but not a
suffixed stem) only if they show synchronically a short -o- or a diphthong containing short
-0-."" I have excluded from this count altogether the following words whose synchronic short
-0- derives historically from *h;: Booxn ‘fodder, food, pasturage’; Jopn ‘semen’; 6{n ‘bad
smell’; onn ‘opening, hole’; otdpvn ‘belt, girdle’.'? It would obviously be wrong to treat these

8 Cf. Bolelli (1950: 93).

? Another possible minimal pair (mentioned by Vendryes 1904: 150 and Kurylowicz 1958: 116) is xounh
‘winding’ (also with concrete meaning ‘turning-post’) : xaumn ‘caterpillar’. 1 have not included this pair
because it is uncertain whether kqunn ‘caterpillar’ is in fact etymologically connected to xaunto ‘bend’ (see
Frisk 1960-72: 1.774 and cf. Bolelli 1950: 93 n. 1), although, as Frisk notes, there is likely to have been at least
a popular etymology connecting xqunn ‘caterpillar’ and xdunto ‘bend’. Vendryes mentions also a pair
nAatoym ‘noise’ : mAortoyyn ‘castanet’. I have not been able to find the evidence for different accents depending
on the difference in meaning here (cf. Bolelli 1950: 93 n. 1, with the same problem); the word is in any case not
relevant for us as it is not a verbal derivative but a back-formation from tAotoyén ‘clap the hands’ (cf. Frisk
1960-72: ii.552).

' The reconstruction of final accentuation in the nominative of this word is often assumed on the basis of the
accentual correspondence between Vedic matd ‘mother’ and Germanic forms such as Old English mddor
(implying proto-Germanic *matér-), but this reconstruction has not gone unchallenged. Beekes (1972) regards
Greek as continuing the original accentuation in the nominative of this word. The argument is supported by the
difficult evidence of dialectal Lithuanian moté ‘mother’ as well as the synchronic irregularity of the Greek
form.

' Bally includes also words with synchronic long -6-, but it is too often difficult to see exactly why a word has
synchronic long -6- in the root and therefore whether we should speak of an o-grade. Cf. e.g. Awnn ‘covering,
robe, mantle’, formed on the root of Aérw ‘strip off the rind or husks, peel, bark’; here one might have expected
an o-grade form **\on-.

'> The etymology of Bdokm ‘feed, tend’ is unclear, but a root containing *h; (*g*h;- or the like) is likely in

view of the persistent o-vocalism of related forms (for which see e.g. Chantraine 1968-80: 185-6). For the roots
of the other words listed, see Rix (2001) s.vv. *d"erh;-, *h;ed-, *h;ek-, and *sterh,-.
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as having an o-grade root since historically the -o- has a different origin. However, it is
possible that synchronically at least some of them were felt to be equivalent to the o-grade
type of xAonn ‘theft’, and for this reason they have been left out of the count entirely. We find
that a much higher proportion of the o-grade root formations has final accentuation than is the
case for the other formations, although in both cases final accentuation occurs in a higher
proportion of lexical items than recessive accentuation:

Table 1: Numbers of finally accented and recessive deverbative a-stems (a) with the suffix added
directly to an o-grade root, and (b) with other formations

O-grade root formations Other formations

(% out of 65) (% out of 114)
Finally accented 56 (86%) 77 (68%)
Recessive 9 (14%) 37 (32%)

The difference between the accentual distribution among the o-grade words and that among
the words of other formations is statistically significant at the 1% level.”” We shall need to
return to the question why o-grade root formations show a particularly strong preference for
final accentuation, but it is also clear that root vocalism is not the only factor correlating with
the accentuation of deverbative d-stems; we now turn to the possibility of a correlation
between abstract meaning and accentuation on the final syllable.

6. Abstract Versus Concrete Meaning

The two minimal pairs mentioned under (b) in section 4 above, oxaen ‘digging’ versus
oxaen ‘trough; light boat” and aproyym ‘seizure’ versus aproym ‘hook, grappling iron’, make
it likely that there is indeed some connection between abstractness of meaning and final
accentuation, and between concreteness of meaning and recessive accentuation. It is also
clear, however, that not every -o/-n derivative with abstract meaning has a final accent, and
not every one with concrete meaning is recessive. Thus, uadn ‘act of learning’ is abstract in
meaning but recessive in accentuation, while opogn ‘roof, ceiling’ has concrete meaning but
final accentuation. Also, many -0/-n derivatives have both abstract and concrete meanings,
and most of these show the same accentuation in both meanings. The minimal pairs just
mentioned are unusual in showing an accentual split between different meanings. We must
check to what extent, if at all, the group of abstract words as a whole shows different
accentuation from the group of concrete words. If there is indeed an overall accentual
difference between these two groups, we must then ask how a third group of words, those with
both abstract and concrete meanings, fits in.

In order to check the suggestion that the distribution of final and recessive accentuation
among deverbative a-stems is conditioned at least in part by the development of concrete

B X?=7.51; p=0.0061.
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meanings, I have assigned each of the words considered to one of three semantic categories:
abstract, concrete, or abstract/concrete. The last of these categories includes those words with
both abstract and concrete meanings.

Deciding whether a given meaning of a given word is abstract or concrete or both can be
difficult. I have followed the rule of thumb that if a word denotes something that can be
directly apprehended by one of the five senses, it has a concrete meaning. If it denotes
something that cannot be apprehended as such by any of the senses, it has an abstract
meaning. But difficulties remain, and in such cases I have made a decision based on my
judgement of how abstractly or concretely the word is to be taken where it is attested. In
assigning the words to semantic categories very rare meanings of otherwise relatively
common words were left out of account, since if this was not done very few words could be
classified as either purely concrete or purely abstract in meaning. Very rare meanings of a
word are in any case unlikely to play a significant role in determining its accentuation.

The data may now be summarised as shown in table 2:

Table 2: Numbers of finally and recessively accented deverbative @-stems among (a) words with only
abstract meaning, (b) words with both abstract and concrete meanings, and (c¢) words with only
concrete meaning

Abstract Abstract/Concrete | Concrete
Final 63 (22 o-grade) 44 (23 o-grade) 29 (11 o-grade)
Recessive 17 (1 o-grade) 2 (0 o-grade) 29 (7 o-grade)

Of the 80 words with only an abstract meaning, 63 are finally accented (79%), while of the 58
words with only concrete meaning, 29 show final accentuation (50%). It thus appears that
words with only abstract meaning show a definite preference for final accentuation while
those with only concrete meaning are about equally divided between final and recessive
accentuation. The difference between the behaviour of the abstract words and that of the
concrete words is statistically significant at the 1% level."* Curiously, the words with both
abstract and concrete meanings do not fall half way between the two categories but show a
much stronger preference for final accentuation (44 out of 46 words, or 96%) than do those
words with only abstract meaning. The difference between the distribution of accentual types
for the words with abstract meaning only and that for the words with both types of meaning is
significant at the 5% level."

The figures given in parentheses in table 2 show how many words in each category are
formed by the addition of the suffix directly to an o-grade root (as defined in §5 above). The
distribution of o-grade forms cuts across the semantic categories abstract, concrete, and
abstract/concrete so that the distribution of accentual types between the words with abstract

4 X?=12.51; p=0.00041.
15 X?=6.52; p=0.011.
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meaning, concrete meaning, and both abstract and concrete meanings cannot be explained as
simply dependent on the distribution of o-grade forms between these semantic categories. It is
clear from table 2 that if we take the o-grade words alone we still find a much higher
incidence of recessive accentuation among the words with concrete meaning (7 out of 18
words, or 39%) than among the words with abstract meaning alone (1 out of 23 words, or
4.3%) or both types of meaning (0 out of 23 words, or 0%).'® If we take the non-o-grade
words alone we find, again, that the lowest incidence of recessive accentuation is among the
words with both types of meaning (2 out of 23 words are recessive, or 8.7%), followed by the
words with abstract meaning alone (16 out of 57 words, or 28%), while the highest incidence
of recessive accentuation is among the words with only concrete meaning (22 out of 40 words,
or 55%). The difference between the distribution of accent types for the words with abstract
meaning only and that for the words with concrete meaning only is again significant at the 1%
level.'” The difference between the distribution of accent types for the words with abstract
meaning only and that for the words with both types of meaning this time misses being
significant at the 5% level.'®

The view of Vendryes, Bolelli, and Kurytowicz that accentuation in deverbative g-stems
correlates in some way with abstractness or concreteness of meaning is thus confirmed by the
data. We shall need to explain why words with only concrete meaning are more likely to be
recessive than those with only abstract meaning, and why those with both abstract and
concrete meanings are even less likely to be recessive than those with abstract meanings
alone.

7. Bonfante’s Mntnp Rule

In seeking to show that his accent retraction rule (called by him ‘la legge di unnp’ and by
Bolelli (1950: 91) ‘<la legge> di Bonfante’) applies to a-stem nouns, Bonfante (1930: 266)
starts with the premise that in Indo-European all feminine nouns in *-@ were accented on the
final syllable (cf. Hirt 1895: 245, 1929: 257), and he assumes that this was also the case in
Proto-Greek prior to the operation of the untnp rule. The pntnp rule ought then to have
caused a retraction of accent in those words ending in a spondaic sequence (heavy—heavy
syllables),"” while those ending in an iambic sequence (light—heavy syllables) should have
retained their original final accentuation. He then (1930: 267-8) produces some apparently
impressive lists of words that seem to bear out this prediction (211 disyllabic and 135
polysyllabic words ending ~ ; 58 disyllabic and 46 polysyllabic words ending I ~ ;
counterexamples cited are comparatively few). He is concerned here not only with deverbative

'® A chi-square test would not be valid for these data as some of the expected frequencies are smaller than five.
17 X?=7.15; p=0.0075.
18 X?=3.53; p=0.060.

1 Bonfante (1930: 266 n. 2) takes stop plus liquid sequences to have been heterosyllabic both in IE and in
Proto-Greek, contra Hirt (1929: 44).
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-0/-n words but with feminine d-stems in general. Deverbative words such as xAonn ‘theft’
therefore appear in Bonfante’s lists alongside @-stems of other origins such as ¥ed. ‘goddess’,
secondary feminine to $eo¢ ‘god’.

Not all a-stems conform to Bonfante’s prediction, and where possible he suggests
reasons why those that do not have either resisted the pntnp rule (in the case of finally
accented words with spondaic termination) or have retracted the accent even though they
should not have been affected by the untnp rule (in the case of recessive words with iambic
termination).

Bonfante (1930: 268-9) notes that deverbative words are particularly resistant to accent
retraction. Thus, alongside forms with iambic termination such as xAonn ‘theft’ or voun
‘pasturage’, there are numerous forms with spondaic termination, e.g. mounn ‘conduct, escort’
or omovdn ‘drink-offering’. He regards the latter type as accented by analogy with the former
and sets up the following as a typical proportion (1930: 269):

VEU® : VOUT = GTEVOW : X
x = onovon

He regards the o-vocalism of forms such as omovdn as particularly conducive to such
analogical reaccentuation, but allows that deverbative a-stems with spondaic endings and non-
o-vocalism may also have retained final accentuation analogically (thus e.g. TAnyn ‘blow,
stroke’). Such analogical accentuation is admitted even where the base verb was lost from
Greek before the historical period, as in a0 ‘human voice”.”’

The deverbative a-stems are thus regarded as offering strong resistance to the retraction
of the accent predicted by the untnp rule. Nevertheless, some of these deverbatives have
recessive accents, and where these end in spondaic sequences they are adduced as evidence
for the pntnp rule. Where such nouns are concrete in meaning this is regarded as helping to
allow the retraction to take place by separating the noun semantically from the base verb:

Tuttavia qualche volta esse ¢ penetrata perfino in questa roccaforte: es. auopyn da

apepym, Andn da Aovdave. Qui il significato concreto del sostantivo («marc

d’olives») lo allontanava dal verbo («cueillir», ouopyog «qui pressure).
(Bonfante 1930: 269)

As far as the deverbative g-stems are concerned, therefore, Bonfante’s view, if correct, should
lead us to expect a positive correlation not only between recessive accentuation and spondaic
termination but also between recessive accentuation and concrete meaning, and we have seen
that the latter correlation exists. Bonfante’s view would therefore provide a clear and, if the
assumed untnp rule is valid, satisfying mechanism by which such an accentual split could

2% The root is that of Sanskrit vddati ‘speak’.
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arise in deverbative a-stems, and by which this accentual split could be correlated with
abstract or concrete meaning.

When we take the deverbative a-stems by themselves (rather than @-stems of all types
together) we appear to find the predicted correlation between recessive accentuation and
spondaic termination to some degree (see table 3):

Table 3: Numbers of finally and recessively accented deverbative a-stems (a) with spondaic
termination, and (b) with iambic termination (stop plus liquid sequences are counted as heterosyllabic,
as by Bonfante 1930)

Spondaic termination Iambic termination
(percentage out of 77) (percentage out of 107)
Finally accented 53 (69%) 83 (78%)
Recessive 24 (31%) 24 (22%)

Although recessive accentuation is not confined to words with spondaic termination, a
somewhat higher proportion of words with spondaic termination has recessive accentuation
than is the case for words with iambic termination. The difference is not statistically
significant at the 5% level.”’ However, if the pfitnp rule can be accepted, and especially if it
finds strong support from @-stem nouns in general, we ought to take seriously the possibility
that the untnp rule had an influence on the accentuation of our deverbative words. However,
Bonfante’s argument that the @-stems in general provide massive evidence for the pntnp rule
1s flawed. As mentioned earlier, the lists of feminine g-stem words with which Bonfante
supports the untmp rule include both deverbative and non-deverbative words. However, the
deverbative words are much more likely to end in an iambic sequence than the non-
deverbative words. This is because in the deverbative type the suffix is simply -a/-n, and if a
derivative in -0/-1 is made to a verbal stem ending in a VC sequence the derivative will have a
light penultimate syllable. A high proportion of Bonfante’s finally accented words ending in
an iambic sequence, especially the disyllables, in fact consists of deverbative a-stem words,
whereas a high proportion of his recessive words ending in an iambic sequence historically
had a suffix of the form -Ca/-Cn, causing the penultimate syllable to be heavy if the stem
ended in a consonant.

The apparently impressive number of feminine &-stems that seem to conform to
Bonfante’s prediction ceases to be usable as evidence for the untnp rule once we observe that
deverbative a-stem nouns are more likely to end in an iambic sequence than non-deverbative
a-stems. The pattern noticed by Bonfante can then simply be ascribed to the fact that
deverbative a-stems are most often finally accented (as Bonfante allows) whereas a-stems of
different origins are more often recessive. This is not the place to argue in detail for or against
Bonfante’s pnp rule, but a significant part of the evidence adduced in its favour, that of the
feminine @-stems, needs to be rejected.

21 X?2=1.77; p=0.18.
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8. Explaining the Distribution of Final and Recessive Accents

Both Vendryes (1904: 149-50) and Kurytowicz (1958: 115, 1968: 91) suggest reasons why a-
stem deverbatives with abstract meaning should be accented differently from those with
concrete meaning. | have discussed these ideas elsewhere (Probert 2006: 295-6) and give only
a brief recapitulation here.

For Vendryes, at least where there are minimal pairs these appear to come under a
general principle of accentual differentiation between words designating an action and
corresponding words designating the author, instrument, or concrete object of an action. As
mentioned above (§6), however, words with both abstract and concrete meanings are most
often accented identically in both meanings: precisely where such accentual differentiation
might really be motivated, it is most rarely found. In addition, it is unclear what the
mechanism for such differentiation would be.

For Kurylowicz, the law of limitation ensured that the accent of a genitive plural in -Giov
(later contracted to -@v) would have fallen in the same place whether the form belonged to a
finally accented paradigm or a recessive one, and such genitive plural forms provided the
starting point for the analogical creation of whole recessive instead of finally accented
paradigms. This analogical change to recessive accentuation only took place, however, in
nouns that had acquired concrete meanings, and only at the moment when the law of
limitation came into operation. Any later changes in meaning did not affect the accent: hence
the existence of finally accented concrete nouns such as opogn ‘roof; ceiling’. The existence
of recessive nouns with abstract meaning, such as udym ‘battle’, is more difficult to account
for on Kurytowicz’s hypothesis, but he suggests that such nouns have become separated from
other nomina actionis by subtle changes in meaning (1958: 115) or that correlations between
form and meaning produced by the law of limitation have in some way been lost (1968: 92). A
drawback to this approach is that it is apparently unfalsifiable, given that secondary semantic
developments are allowed to have obscured the original situation to any degree. Perhaps more
seriously, it is not clear why the analogical generalisation of recessive paradigms should have
operated specifically in nouns that had acquired concrete meanings.

I have suggested instead that what is relevant is that the suffix -a/-n productively forms
finally accented abstract nouns on the basis of verbal stems, but some originally deverbative
nouns in -0/-n have changed their meaning so that they are no longer typical members of this
class. Under these circumstances the abstract-forming suffix becomes functionally irrelevant
and the stem may cease to be analysed synchronically as containing this suffix. If this loss of
analysis occurs, the final accentuation originally associated with the suffix becomes instead an
idiosyncratic feature of the unanalysed stem. A further change that may, but need not, occur is
the loss of this accentuation and its replacement by recessive accentuation — the most globally
regular or ‘default’ accentuation for the language, and the accentuation most expected in
unanalysed stems. The process involved would be similar to those I have argued for in nouns
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formed historically with the inherently adjectival suffixes -po-, -to-, -vo-, and -Ao-, and in
concrete or otherwise atypical nouns formed historically with the abstract-forming suffix -po-
(Probert 2006, esp. chh. 10, 11, 13).

The propensity to final accentuation displayed by deverbative a-stems with an o-grade
root also fits well the process suggested here. O-grade root vocalism remained productive
(although not obligatory) for deverbative a-stems during the historical period, and since it was
not regularly associated with non-deverbative a@-stems it provided an extra marker of
deverbative status, making the stem-final @/n less likely to lose its interpretation as our suffix.

The two following sections address questions raised by this conclusion. Section 9 is
devoted to the nouns that have retained an abstract meaning but are nevertheless recessive.
Section 10 investigates the possibility of a link between the accentuation of a deverbative a-
stem and its text frequency, such as might be expected in the light of frequency effects found
in nouns formed with the adjectival suffixes -po-, -to-, and -vo- (Probert 2006: chh. 6-8, 10,
13).

9. Deverbative a-stems with Abstract Meaning but Recessive Accentuation

Of the nouns I classify as having abstract meaning or both abstract and concrete meanings,
twenty are accented recessively. They fall into four groups, as follows:

(a) 8Un ‘misery, anguish, pain’; elAn/€An ‘the sun’s heat or warmth’; vapkn
‘numbness, deadness; torpedo, electric ray’: for these nouns the base verb does not
survive into Greek.””

(b) Toym ‘fortune, providence, fate; chance; success; misfortune; act (of a god or
human)’; AOn ‘dissolution, separation; faction, sedition’; pogym ‘battle’: although the
meanings of these words remain abstract, they have been specialised so that they are
no longer entirely predictable from those of the base verbs.”

(c) ¥on ‘decay, perishing’; ®pd. ‘care, concern’: the vocalic alternations between the
roots of these nouns and those of the synchronically most closely related verb forms
(p¥ive ‘decay’ and opaw ‘see, look’ or Homeric opovtan ‘they keep watch’) are not
typical for deverbative a-stems.

22 For the evidence that these were originally deverbatives, see the appendix.

» Most obviously, Toyydve means ‘hit the mark’, “happen’, or ‘succeed’, but toxn hardly means ‘hitting the
mark’, ‘succeeding’, or even straightforwardly ‘happening’. The verb Ao ‘release’ is used in a wide range of
contexts, but AUn is confined to a narrow political sense. The verb pdayouot means ‘fight’ but in the vast
majority of its attestations porn means not simply ‘fighting’ but ‘battle’: an organised event of fighting.
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(d) avn “fulfilment’; puPn ‘wandering’; ovyn ‘wonder, amazement; envy, malice’;
péyyn ‘snoring’; avén ‘growth, increase; dimension’; BAcot ‘shoot; growth; birth’;
uovn ‘excuse, pretext’; podn ‘act of learning, getting of knowledge’; madn ‘what is
done or happens to a person or thing; suffering; passive state’; Andn ‘forgetting,
forgetfulness’; motoyyn ‘clatter, crash, clapping’: I see no clear reason for the recessive
accentuation in these words.**

More often than for abstract or abstract/concrete words with final accentuation, we see here
various sorts of weakening of the link between a derivative and the class of derivatives to
which it belongs. The words listed under (d) suggest that some words with the deverbative
suffix -a/-n became recessive even where there is no obvious reason why their connection
with the class of deverbative a-stems should have ceased to be felt. It should be stressed, too,
that there are also some finally accented deverbative @-stems for which the base verb has been
lost from the language (e.g. o0dM ‘human voice, speech; sound’; kpowyn ‘crying, screaming,
shouting’), or which have become semantically specialised while retaining ‘abstract’ meaning
(e.g. mounn ‘conduct , escort, sending away, sending home; solemn procession’), or whose
root vocalisms relate in unusual ways to those of the synchronically most closely connected
verbs (xovn ‘murder; hemlock’ ~ xaivo ‘kill’, aor. €kovov; xkovpd. ‘cropping of the hair’ ~
kelpw ‘cut short’). A change to recessive accentuation was a possible, but never an inevitable,
consequence of the weakening or loss of synchronic connection between derivative and base
verb.

Although loss of abstract meaning was one way in which a deverbative a-stem became
liable to lose its analysis as such, there were other ways in which the link between derivative
and base word could be weakened. We may note here that while the semantic category
‘concrete’ has proved useful, it is somewhat too crude. For most deverbative a-stems that have
acquired a recessive accent we can say that the meaning has become concrete, but a word may
lose its connection with the category of deverbative da-stems by types of semantic
specialisation other than specifically concretisation as seen under (b) above (as well as by loss
of the base word from the language, the development of unusual vowel alternations between
base word and derivative, and perhaps other factors which remain obscure).

** For a suggestion regarding médn, perhaps applicable also to pddn, see Bolelli (1950: 98). It is possible that
uovn is back-formed from ptvapon (or povaopon) ‘divert” (Frisk 1960-72: ii.271). There is some uncertainty
about the accentuation of nortayyn: Eustathius, ad Dionysium 266, quoted in §11 below, suggests that Eustathius
thought the word was finally accented in the Koine but that Herodian took recessive accentuation for granted
and used the recessive accent to support a view of the word’s derivation. I have counted the word as recessive
following Herodian, who is the earlier witness to the accentuation, but there may have been dialectal variation
or a final accent may have been restored at a date after Herodian.
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10. Text Frequency of Deverbative a-stems

Frequency effects observed for the accentuation of nouns with the fundamentally adjectival
suffixes -po-, -to-, and -vo-, for which I have argued that recessive accentuation is due to loss
of morphological analysis followed by a change to ‘default’ recessive accentuation (Probert
2006: chh. 6-8, 10, 13), might lead us to expect similar frequency effects among deverbative
a-stems that had lost their abstract meanings. Specifically, very frequent lexical items should
be more likely to retain their original final accentuation than less frequent ones, but very
infrequent lexical items might be expected to retain their final accentuation. The reason for
such U-shaped frequency distributions is likely to be that very infrequent items resist loss of
morphological analysis, while very frequent items readily lose their morphological analysis
but then resist subsequent regularisation of the accent.

In fact, a frequency count carried out using the corpus of Crane (1999) shows that our
words with only concrete meaning display the expected pattern to some degree, but not a very
significant one.” In particular, there are too few very high frequency words (only two attested
over a hundred times in the corpus) to base firm conclusions on these.

Those nouns that keep abstract meanings and have not acquired concrete meanings have,
as expected, retained final accentuation to a much greater degree than those that have acquired
a concrete meaning and lost their abstract meaning. However, even here we have noted that
some words are recessive. There is no very striking dependence on frequency, although the
very high frequency words (over a hundred occurrences in the corpus) show a slightly greater
tendency to final accentuation.”®

Although these frequency effects are small, frequency is likely to hold the key to the
apparently odd fact that words with both abstract and concrete meanings are significantly
more prone to final accentuation than words with abstract meaning only (§6 above). Only two
words with both abstract and concrete meanings are recessively accented, and so there is little
point in looking for frequency effects within this group (although the two recessive words,
vopkm ‘numbness, deadness; torpedo, electric ray’ and PAdotn ‘shoot; growth; birth’, do
occur in the middle of the frequency range, occurring in the corpus 4 and 12 times
respectively). However, words that have more than one meaning in use are unlikely to be
highly infrequent words. Table 4 shows how few of the words with both abstract and concrete
meanings occur either not at all or only once in the corpus of Crane (1999), by contrast with

11 out of 19 words not occurring at all in the corpus are finally accented (58%); 17 out of 37 words occurring
between one and a hundred times in the corpus are finally accented (46%); 1 out of 2 words occurring over a
hundred times in the corpus is finally accented (50%).

%% 15 out of 19 words not occurring at all in the corpus are finally accented (79%); 37 out of 48 words occurring
between one and a hundred times in the corpus are finally accented (77%); 10 out of 12 words occurring over a
hundred times in the corpus are finally accented (83%).
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the considerably higher proportion of nouns with only abstract meanings occurring not at all

or only once.

Table 4: Numbers of words (a) with abstract meaning only and (b) with both abstract and concrete

meanings occurring not at all or only once in the corpus of Crane (1999).

Number of occurrences in
corpus

Number of words (out of
79) with abstract meaning

Number of words (out of
46) with both abstract and

only (percentage) concrete meanings
(percentage)
0 19 (24%) 2 (4.3%)
1 11 (14%) 1 (2.2%)

When the words with only abstract meaning and those with both abstract and concrete
meanings are considered together we find, as for the words with abstract meaning only, that
the very highest frequency words (over 100 occurrences) show a rather greater tendency to be
finally accented than do the words of lower frequency.”” This time the conclusion is more
significant because it i1s based on a larger number of words, especially in the higher
frequencies.

Neither words with only abstract meanings nor those with both abstract and concrete
meanings show any clear difference in accentuation between the words not occurring at all in
the corpus and those occurring between one and a hundred times. Since it is likely that the
vast majority of words retaining abstract meanings are still analysed as containing our suffix,
infrequent words may not be sufficiently special here for any effect of low frequency to be
discernible. It is clear, however, that at least high frequency is relevant to accentuation.
Occasional words have lost their analysis although they retain abstract meanings, and at least
in some cases we have been able to see why a particular word might have been dissociated
from the class of deverbative d-stems (§9). These occasional words resist subsequent change
to recessive accentuation if they are very frequent.

In conclusion, although the frequency effects we have seen in the various semantic
groups of deverbative d-stems are small, they clearly exist and are in line with those found in
other suffixes displaying accentual change following loss of analysis. Furthermore, the
involvement of text frequency explains the otherwise odd fact that words with both abstract
and concrete meanings are even more prone to final accentuation than words with abstract
meanings only.

717 out of 21 words not occurring at all in the corpus are finally accented (81%); 69 out of 82 words occurring
between one and a hundred times in the corpus are finally accented (84%); 20 out of 22 words occurring over a
hundred times in the corpus are finally accented (91%).
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11. Conclusion

The data considered here strongly support the hypothesis that deverbative a-stems were
regularly accented on the final syllable when they were created, but that some have become
synchronically dissociated from the category of deverbative a-stems, and in some cases a
change to more generally regular or ‘default’ recessive accentuation has resulted. We may
mention in conclusion Eustathius’ report of Herodian’s reasoning on the derivation of the
word motayn ‘clatter, crash, clapping’ (which Herodian took to be uncontroversially
recessive):

To 8¢ mortorym kowvotepov pev o&vvetat, og 1o adadoyn, o 8¢ ‘Hpwdiavog Bopuvel
a0TO, AEY@V 0TL 0VK €K TOV TOTAGGH YIveTol, ®EVVETO Yop AV Mg TO ohodary,
GAN’ OO T0D TATOYoC, 0L TO IMAVKOV NGV T TOTOYT.

‘The word mortoryn is given a final acute in the Koine, like ahodoyym (‘shouting’), but
Herodian makes it recessive, saying that it does not come from natocom (‘beat,
knock”), for then it would have a final acute like oAahayn (‘shouting’), but from
natoryog (‘clatter’), of which, he says, the feminine is motarym.’

(Eustathius, ad Dionysium 266)

Herodian’s judgement that final accentuation would be inevitable if motoym were derived
from motacow is not an obvious one to reach without some sense that deverbative g-stems are
finally accented (and therefore that recessive a-stems are not deverbative). Herodian cannot,
of course, be taken as an unreflecting native speaker, and Eustathius’ report suggests that
Herodian may have been arguing against somebody who did derive natayn from notoccoo.
Nevertheless, Herodian’s argument suggests that at least for one speaker the synchronic
connection between derivative and base word had been lost in those originally deverbative a-
stems that had become recessive: in diachronic terms, that a change to recessive accentuation
did not occur without the synchronic connection between deverbative a-stem and base verb
being lost, either after or (as argued here) before the change to recessive accentuation.
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Appendix: list of words considered

Words are listed in reverse index order. Each word is followed by a gloss and then, in parentheses, by (a) the related verb,
(b) the number of occurrences in the corpus of Crane (1999), which contained 3413018 words at the time I used it (January
1999); and (c) an indication of the classification of the word as abstract, concrete, or both abstract and concrete
(A=abstract in meaning; C=Concrete in meaning; A/C=both abstract and concrete meanings are attested. A question mark
after a code letter indicates that uncertainty was involved in the classification of the word as abstract or concrete. Where a
word is classified as A/C and classification of the meanings taken to be abstract is uncertain, this is indicated thus: A?/C.
Where the classification of the meanings taken to be concrete is uncertain, this is indicated thus: A/C?. Where a word has a
range of meanings, the translation of the word given in the entry does not necessarily give all of them, but at least one
abstract meaning is given where one exists, and at least one concrete meaning where one exists). For reasons of space,
references to etymological dictionaries have not been given for most words; the etymologies are based primarily on Frisk
(1960-72), with comparison of Chantraine (1968-80).

AoPn ‘handle, haft; occasion; attack (of fever); taking, accepting’ (AouPdvem, aor. ElaPov ‘take, grasp, seize’; 0; A/C);
dMPN ‘rubbing’ (WAiPo ‘squeeze, chafe’; 0; A); Ao “pouring of drink-offering; drink-offering” (AeiPw ‘pour; make a
libation’; 18; A/C?); dpoBn ‘requital, recompense; change, exchange’ (aueifo ‘change, exchange’; 25; A); otolpn
‘thorny burnet, Poterium spinosum; cushion; padding’ (cteifw ‘tread or stamp on’; 3; C); tpipn ‘rubbing, rubbing down,
wearing away; practice; spending (of time), delay’ (tpifw ‘rub; wear out; spend (time)’; 28; A); otiPn ‘rime, hoar frost’
(otelfo ‘tread or stamp on, tread under foot’; 2; C); otiABn ‘lamp’ (ctilBw ‘glitter, gleam’; 0; C); xpGupPn ‘cabbage,
Brassica cretica’ (root of OHG (h)rimfan ‘wrinkle, bend’, IE *kremb-; 0; C); péuPn ‘wandering’ (péuPw ‘turn round and
round’; 0; A); @0Bn ‘lock or curl of hair; mane of horse; foliage’ (p£Bouan ‘be put to flight, flee in terror’; 12; C); popPn
‘pasture, food, fodder, forage’ (pépPw ‘feed, nourish’; 17; C); xod0Pn ‘hut, cabin’ (xaAdnto ‘cover’; 7; C); kpuPn
‘concealment’ (kpVntm ‘hide, cover’; 0; A?); &y ‘wonder, amazement; envy, malice’ (Gryopon ‘wonder, admire; feel
envy’; 5; A); ayn ‘fragment, splinter; place where the wave breaks, beach; curve’ (dyvout ‘break’; 2; C); dAadoryn
‘shouting” (dhadalm ‘raise the war-cry; cry, shout aloud’; 2; A); néym ‘snare, noose, trap’ (nMyvOuL, aor. pass. Emcyny
‘stick or fix in’; 9; C); apmoyyn ‘seizure, robbery, rape; thing seized, booty, prey’ (Gpralw ‘snatch away’; 100; A/C);
aprayn ‘hook, grappling iron, rake’ (apndlo ‘snatch away’; 1; C); paryn ‘fissure, chink, crevice’ (pryvout, aor. pass.
gppaynv ‘break asunder’; 0; C); cayn/odym ‘pack, baggage; harness; equipment’ (c&ttw, aor. ésato ‘fill quite full, pack,
stuff’; 7; C); toym ‘line of battle, front; ration’ (tdttw, aor. é1afo ‘draw up in order of battle, array’; 3; C); morwdryn
‘clatter, crash, clapping’ (rotacon ‘beat, knock’; 0; A?); opayn ‘slaughter’; wound; throat’ (cedlw ‘slay, slaughter’; 97;
A/C); xhoryyn ‘any sharp sound, e.g. clang (of the bow); scream (of birds)’ (xAd{w ‘make a sharp piercing sound’; 21; C);
edoyym ‘voice’ (eVéyyopon “utter a sound or voice’; 16; C?); otéym ‘roof” (c1éym ‘cover’; 120; C); mAnyn ‘blow, stroke’
(tAnoow, aor. énAn&a ‘strike, smite’; 274; A); mnyn ‘running water, spring, source (and metaphorically ‘origin’)’
((?)miyvout ‘make solid or stiff, freeze’; 353; C); wpym ‘shrieking’ (xpilm ‘screech’; 0; A); oAyl ‘milking’ (GuéAym
‘milk’; 0; A); appoyn ‘joining, fitting; arrangement (e.g. of clauses)’ (apuolw ‘fit together, join’; 0; A); opyn
‘temperament, disposition; anger’ (£pdw < *fEpyiw ‘do’; over 500; A); €opyn/édpyn ‘stirrer, ladle (for stirring things
while boiling)’ (perfect £opyo. of €pdw ‘do’; 0; C); dpdpyn ‘watery part which runs out when olives are pressed’ (Gpépyw
‘pluck, pull’; 0; C); otopyn ‘love, affection’ (otépym ‘love, feel affection’; 4; A); adyn ‘light of the sun, ray, beam’
(probably derived from a lost primary verb (Frisk 1960—72: i. 184); Albanian agd;j ‘become day’ has been compared; 81;
C); kpowoy ‘crying, screaming, shouting’ (Frisk (1960-72: ii. 11) assumes a lost primary verb on the root of e.g.
Lithuanian kraukiz ‘croak’; 85; A?); tvyn ‘howling, shrieking’ (10¢w ‘shout, yell’; 2; A?); dAoAdym (OAoAOlw ‘cry with a
loud voice’; 6; A?); dpopoyn ‘sparkling, twinkling, glancing’ (duopvccw ‘sparkle, twinkle, glance’; 2; A?); époyn (and
£pevyn) ‘belching’ (épedyopan, aor. fpvyov ‘belch out, disgorge’; 0; A); dpvyn (and dpvyn) ‘digging’ (0pvocw ‘dig’; 0;
A); puyn ‘flight; exile; (less frequently) body of exiles’ (pevym, aor. épuyov ‘flee’; 374; A/C); dywyn ‘carrying away;
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bringing in; training’ (built on a reduplicated form of the root of dym ‘lead’, aor. Nyoryov; 42; A); iwyn ‘shelter’ (from
*f1fwyn, built on a reduplicated form of the root of (f)ayvout ‘break’; see Frisk (1960-72: i. 544, s.v. émamyal); 1; A);
olpwyn ‘wailing, lamentation’ (oipdlw ‘wail aloud, lament’; 29; A?); dpayn ‘aid, succour’ (dpnyw ‘aid’; 22; A); epodn
‘understanding, knowledge; hint, warning’ (¢pa.{m ‘point out, show’, ppalopan ‘think, consider’; 5; A?); xAidn ‘delicacy;
wantonness; fine raiments, costly ornaments’ (likely to be built on the root of Gothic glitmunjan ‘shine’, Old West Norse
glita “glisten’, TE *glei(d)- (a form without -d- is found in Greek yAiow ‘luxuriate, revel’); 20; A/C); xouidf ‘attendance,
care; provision, supplies’ (ropilo ‘take care of’; 97; A/C); qodn (and ®dn) ‘art of song; act of singing; thing sung, song’;
248; A/C); omovdn ‘drink-offering; solemn treaty or truce; document embodying a treaty’ (cmévdm ‘make a drink-
offering’; 414; A/C); mopdn ‘fart’ (népdouon ‘fart’; 0; C?); addn ‘human voice, speech; sound’ (root of Sanskrit vadati
‘speak’: see Frisk (1960-72: i. 184); 69; A/C); omovdn ‘haste, speed; zeal’ (oneddw ‘hasten’; 404; A); é8wdn ‘food; act of
eating’ (perfect stem £3n8- of £3w ‘eat’: see Schwyzer (1953: 423); 32; A/C); ddwdn ‘smell, scent’ (perfect 63wdo of Glw
‘smell’; 0; C?); 6¢n ‘bad smell’ (6w ‘smell (intransitive)’; 0; C); nAodd (Doric form) ‘modelled figure’ (nAdcown <
*tAG¥-10 ‘mould’; 0; C); pédn ‘act of learning, getting of knowledge’ (navdave, aor. Euadov ‘learn’; 0; A); madn
‘suffering; passive state’ (ndoyw, aor. énodov ‘have something done to one; suffer’; 20; A); Andn ‘forgetting,
forgetfulness’ (Adopon ‘forget’; 68; A); modn ‘longing, desire for’ (built on the primary verb continued by the aorist
Yéocoodon (inf) < *g¥ed™s- ‘pray for’; 12; A); guAokn ‘watching, guarding; station, post’ (pvAdcow ‘keep guard’;
483; A/C); &ixn ‘rapid motion, flight’ (dicowm “dart, glance’; 1; A); 6AxM ‘drawing, trailing, dragging’ (fAxw ‘draw, drag’;
6; A); mhoxn ‘twining, twisting; web, mesh’ (nAéxw “plait or make by plaiting’; 5; A/C); xpdxm ‘thread passed between
the threads of the warp; thread’ (xpéxm ‘weave’; 16; C/R); vapkn ‘numbness, deadness; torpedo, electric ray’ (primary
verb preserved in OHG sner(a)han ‘tie, bind’; 4; A/C); Bomcr'\ ‘fodder, food, pasturage’ (Booxm ‘feed, tend’; 2; A/C);
tokn ‘rout, pursuit’ (fioket (3.sg.) ‘he pursues’ (attested on a Corinthian vase, GDI 3153); 1; A); moAf/rdAn finest
meal; fine dust’ (mGAAw ‘sway; shake’: see Leumann (1950: 239) and for a semantic parallel see the following word; 0;
C); moundAn ‘finest flour or meal’ (noundAlo: celw ‘shake’ (Hesychius): see Leumann (1950: 236-9); 2; C); €1An (and
£An) ‘the sun’s heat or warmth’ (verb preserved in OEng. swelan, NHG schwelen, Lith. svilti ‘singe (intransitive), burn
without flames’; 1; A?); dperhn ‘debt; one’s due’ (0peidm ‘owe’; 0; A); BoAn ‘throw; stroke, wound (of missile); cast (of
dice)’ (BaAlw ‘throw’; 31; A); 6ToAf ‘equipment, fitting out; armament; clothes, garment’ (ctéAAw ‘make ready, fit out’;
89; A/C); yoMq “gall, bile; (sg. or pl.) gall-bladder; anger’ (related words include e.g. Latin holus ‘vegetable’ and Skt. hdri-
‘yellow’; Frisk (1960-72: ii. 1110) assumes yoA# ‘gall, bile’ and related words to be derived from a lost primary verb
referring to the green colour of germinating vegetation; 27; A?/C); ebAf ‘worm, maggot’ (probably root *yel- of eiléw <
*yel-néo ‘wind, turn round’, Mo < *ui-ul-6 ‘wind, turn round’; on the prothetic vowel see Solmsen (1901: 168, 229); 6;
C); woAn ‘mill’ (WOAA® ‘have sexual intercourse’, originally ‘grind’; 6; C); BovAn ‘will, determination; counsel, advice;
deliberation; Council of elders; Athenian Council of 500 created by Cleisthenes’ (BovAopon ‘will, wish, be willing’; over
500; A/C); dopn ‘bodily frame’ (§éuw ‘build’; 0; C); voun ‘pasturage; food from pasturing; feeding, grazing’ (véuo ‘deal
out, dispense; pasture, graze (flocks)’; 56; A/C); dpoun ‘course, race’ (§8popov ‘I ran’; 0; A?); toun ‘end left after
cutting, stump (of a tree); cutting, cleaving’ (téuvm, aor. €topov ‘cut’; 36; A/C); évn ‘fulfilment’ (avdw ‘effect,
accomplish’, éve ‘accomplish, finish’; 1; A); yevn] ‘race, family (in the sense of ‘descent’)’ (yiyvopou, aor. £yevounv
‘come into being, be born’; 58; A); k¥Aivn ‘couch’ (kAive ‘cause to lean’, kAivopou ‘lean’; the present tense formant -v-
has been extended to other verbal forms (e.g. aorist ékATva) as well as the substantive kAivn; 94; C); yovn ‘offspring, race,
seed; act of generation; child-birth’ (ylyvouat ‘come into being, be born’; 35; A/C); wovn) ‘murder (Hesychius); hemlock
(Pseudo-Dioscorides)’ (xaive ‘kill’; 0; A/C); povn ‘abiding, tarrying’ (uéve ‘stay, wait’; 22; A); tovf] ‘prolongation of a

uh

note at the same pitch’ (telva ‘stretch, extend’; 0; A); gov ‘carnage; blood shed by slaying’ (deive < *g*%en-io ‘strike’,
aor. énepvov < *e-gte-gn-o-m ‘1 slew’; 13; A/C); mépvn ‘prostitute’ (népvnut ‘sell’; 28; C); otdpvn ‘belt, girdle’
(probably otépvdu ‘spread’; 0; C); pdvn ‘excuse, pretext’ (exact meaning uncertain; possibly root of dpdve ‘ward off’,
but may be back-formed from pivapon or pdvaopon ‘divert’; 1; A); @v ‘buying, purchasing; contract for the farming of
taxes (or other sources of revenue); purchase-money, price’ (primary verb preserved in Hittite wa-si (3. sg.) ‘he buys’; 31;
A/C); Lavn ‘belt, girdle’ (Covvom ‘gird’; 33; C); ab€n ‘growth, increase; dimension’ (cv€w ‘cause to grow, increase’;
15; A); ¢¥96n ‘decay, perishing’ (root of pHive ‘decay’; 2; A); dixon (and dicovn) ‘hearing’ (dixovo ‘hear’); 163; A); yAdn
“first light green shoot of plants in spring’ (root of Lith. Zelin ‘grow green’, IE *g’el-; 16; C); mvof} (and Epic mvo)
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‘blowing, blast, breath’ (nvéw ‘breathe’; 84; A); xvén (and yvoin) iron box of a wheel in which the axle turns, ‘nave’
(probably root of Old West Norse gniia ‘rub’; 5; C); pon ‘river, stream, flood; flowing, flux’ (péw ‘flow’; 88; A/C); wayumn
‘winding, bending; turning-post’ (kaunt® ‘bend, curve’; 20; A/C); mounn ‘conduct , escort, sending away, sending home;
solemn procession’ (néuno ‘send’; 129; A); onn ‘opening, hole’ (root én- of perf. orono ‘I have seen’; 12; C); komn
‘cutting’ (xOmto ‘smite; cut off’; 0; A); oxomn ‘lookout-place, watch-tower; look-out, watch’ (cxéntopan ‘look about
carefully’; 17; A/C); xAomn ‘theft; fraud’ (xAéntw ‘steal’; 62; A); porn ‘turn of the scale, fall of the scale-pan; balancing,
suspense; weight placed in the scale-pan, small additional weight’ (pérw ‘turn the scale, sink’; 54; A/C); tpormn ‘turn,
turning; change; rout’; when tponn is used to mean ‘solstice’, TAlov ‘of the sun’ is expressed or implied and so the
meaning ‘turning’ is essentially retained. (tpénm ‘turn or direct towards a thing, turn round or about’; 91; A); mdpmn
‘brooch, clasp’ (reduplicated form of the root of netpw ‘pierce’; 5; C); Tomn ‘blow, wound’ (tVnte ‘beat, strike’; 1; A/C?);
kdmn ‘handle’ (xdnto ‘gulp down’: see Frisk (1960-72: ii. 63); 66; C); Adnn ‘covering, robe, mantle’ (Aérmw ‘strip off the
rind or husks, peel, bark’; 1; C); émenn ‘sight, view; outward appearance; power of seeing; eyeball, eyes’ (perf. onwno.
‘see’; 5; A/C); yapd ‘joy, delight’ (xoipo ‘rejoice’; 45; A); Bopd ‘food’ (primary verb preserved in Arm. eker (aor.) ‘he
ate’, Lith. gerin ‘drink’, replaced in Greek by a reduplicated -ske/o- derivative Pifpaocko ‘eat’: Frisk (1960-72: i. 251);
49; C); ayopd. ‘assembly; place of assembly’ (dryeipw ‘gather together’; over 500; A/C); Sopd. ‘skin when taken off, hide’
(3¢pow ‘skin, flay’; 22; C); dopny ‘semen’ (Spdokm, aor. Edopov ‘mount, impregnate’; 1; C); dopd ‘destruction, ruin’
(pVeipw ‘destroy’; 149; A); udpd. “division (of the Spartan army)’ (uetpopon ‘divide’; 44; C); omopdt ‘sowing (of seed);
origin, birth; procreation; seed-time; seed; offspring; race’ (omelpm ‘sow’; 14; A/C); gopd ‘carrying, bringing in; fare,
freight; bringing forth, productiveness; rapid motion, impulse; load, freight, burden; rent, tribute; fruit, produce, crop’
(pépw ‘bear, carry’; 131; A/C); xovpd ‘cropping of the hair; cropping, lopping; lock of hair; wool shorn; cut-off end’
(primary verb preserved in Hittite karsmi ‘cut off’, continued in Greek by a *-jo- derivative keipw < *xep-1m: Frisk (1960
72: i. 935, 810); 17; A/C); dp@. ‘care, concern’ (root of opdw ‘see, look’; cf. the primary verb preserved in Homeric
opovton (3. pl.) ‘keep watch’; 7; A); popd ‘theft’ (pépw ‘bear, carry’; Frisk (1960-72: ii. 1059) regards gmpd: as derived
from the noun @wp ‘thief’, but the derivational pattern would be unparalleled (although the vocalism of pwpéd: ‘theft’ may
well have been influenced by that of pwp ‘thief); I accept, however, Frisk’s view that the probably recessive noun papa
‘detection, discovery’ is a backformation from @opdo ‘search after a thief or theft; detect, discover’; 1; A); Aun ‘prayer,
entreaty’ (Mooopon < *Aitiopon ‘beg, pray’; 42; A?); motn ‘flight’ (nétopon ‘fly’; 1; A); BAdom ‘shoot; growth; birth’
(BAactove ‘sprout, grow’, Attic aorist éBAactov; 12; A/C); 80n ‘misery, anguish, pain’ (probably root of Skt. dundti
‘burn’ (transitive) and cognates; 22; A); oxevn] ‘equipment, attire, apparel’ (probably a primary verb on the root of
oxevalm ‘prepare’; 55; C); doid (and 308) ‘odorous cedar’ (Yo ‘offer by burning’; 0; C); Adn dissolution, separation;
faction, sedition’ (Ao ‘loosen’; 1; A); @un ‘growth, stature; nature’ (O ‘bring forth’, @ouon ‘grow’; 29; A); an
‘lighting, kindling; touch’ (onto ‘kindle, set on fire’, omtopon ‘touch’; 22; A); Pagn ‘dipping (of red-hot iron in water),
temper or edge of a tool produced thereby; dye’ (Bantm ‘dip’; 20; A/C); oxden ‘trough, tub; light boat, skiff’ (cxdnt®
‘dig’; 6; C); oxopn ‘digging’ (oxantm ‘dig’; 0; A); poen ‘seam; suture (of the skull); sewing, stitching’ (pantm ‘sew
together, stitch’; 8; A/C); ypap ‘representation by drawing, delineation; that which is drawn, picture; the art of writing;
that which is written’ (yp&o ‘draw; write’; 419; A/C); topn ‘burial; burial-place’ (Jantm ‘honour with funeral rites’; 96;
A/C); alorgn ‘anything with which one can smear or annoint, hog’s lard, grease, unguent; anointing; erasure’ (GAelpm
‘anoint the skin with oil; daub, plaster, besmear’; 14; A/C); pipn ‘throw, cast’ (pintw ‘throw’; 1; A); dypien ‘harrow,
rake’ (yprpoodor ypagely. Adxmveg. ot 8¢ Edewv kol auvooewy ‘to write (Laconians); but for some to scratch and to
tear’ (Hesychius; see Frisk 1960-72: i. 16 s.v. dypeipva); 0; C); &Aen ‘produce, gain’ (GAedvo, aor. fAgov ‘bring in,
yield’; 1; C); pougn ‘hooked knife’ (probably root of péuPouct ‘roam, rove, roll about’; 0; C); duen ‘voice’ (root of
Goth. siggwan ‘sing’ < IE *seng*; 17; C?); popen ‘blame, reproof® (uéugopon ‘blame’; 10; A); dpogn ‘roof of a house;
ceiling of a room’ (£p€gw ‘cover with a roof’; 25; C); Tpogn ‘nourishment, food; nurture, rearing’ (tp€pw ‘rear; nourish’;
505; A/C); otpogn ‘turning, revolving; twist, slippery trick, dodge; turning of the chorus; the strain sung during this
evolution, strophe’ (ctpépm ‘turn about’; 16; A/C); kapen ‘hay’ (xdpew ‘dry up, wither’; 1; C); popen ‘form, shape;
appearance’ (Frisk (1960-72: ii. 258) reconstructs an s-stem *uépgog from the compositional form duepeéc: aioypdc
(‘shameful’; Hesychius), and assumes the former existence of a primary verb by comparison with the pattern yévog (s-
stem) ‘race’: yovn ‘offspring, race’: ylyvouot ‘come into being, be born’; 126; A?); xven kind of shrimp (derived from
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xonte ‘bend forward’, if we may believe the plausible etymology given by Athenaeus (324¢); 0; C); yYAven ‘carved work’
(YAMow ‘carve’; 2; C); Spoen ‘tearing’ (Spvmtw ‘tear, strip’; 0; A); tpoen ‘softness, delicacy; luxuriousness’ (YpOnto
‘break in pieces; enfeeble’; 75; A); 18ayn ‘teaching’ (18dcxwm, aor. £81daka ‘teach’; 24; A); ioym (and loxyn) ‘cry,
shout’ (1dym ‘cry, shout’; 25; A?); Aayn ‘a share (?)’ (This word occurs in the phrase Tapov motpmiov Aoyod ‘shares in
their fathers’ tombs’ (translation from LSJ, exempli gratia) at Aeschylus, Septem 914, a corrupt and difficult passage. It is
likely to be the same word as Hesychius’ Aoy A&, anoxAnpmoic (‘appointment by lot’) and a derivative of Aoryxdvow,

aor. Ehoygov ‘obtain by lot’. However, it has also been related to Aayoive ‘dig’, in which case the phrase would mean ‘the
diggings of their fathers’ tombs’. See Frisk (1960-72: ii. 69-70, 92); 1; A); mohoyn ‘anything acquired by lot (e.g. office)’
(maldocw ‘besprinkle’, perf. middle tenddoyuon ‘shake, i.e. draw (lots)’; 0; C); udym ‘battle, combat’ (udiyouon “fight’;
over 500; A); otovoyn ‘groaning, wailing; (in pl.) groans, sighs’ (ctevoyw ‘groan, sigh’; 20; A/C); tapoyn ‘disorder,
confusion; tumult’ (tapdocm, aor. étapala ‘stir, trouble’; the present Tapacom may be derived from topoyn, but the
aorist £tapa&o is attested earlier than the noun and likely to be primary: see Frisk (1960-72: ii. 855); 185; A); péyxn
‘snoring’ (péykm ‘snore’; 0; A); Adyym ‘lot, plot’ (Aoyyove, lonic perf. Aédoyyo ‘obtain by lot’; 0; C); oyn (and oxyn)
‘prop, support; support, food’ (£xm ‘have, hold’; 0; C?); doxn ‘receptacle; reception, entertainment’ (d&xouon ‘take,
accept, receive’; 2; A/C); Bpoyn ‘rain; moistening’ (Bpéyo ‘wet; rain’; 2; A); dpyn ‘beginning, origin; sovereignty;
magistracy, office’ (apyw ‘be first, begin’; over 500; A); Aéoyn ‘lounging place; talk, gossip’. (Frisk (1960-72: ii. 108)
reconstructs a verb with suffix *-ske/o-, *Aéy-cx-etan on the root of Hesychius’ Aéyeton xowpdron (‘falls asleep’); 15; C);
g0y ‘prayer, vow; wish’; (ebyouon ‘pray; wish for; vow’; 168; A); dAvyn ‘anguish, disquiet, tossing about’ (AVccn ‘be
uneasy, restless’; 0; A); dpoyn ‘scratch, skin-wound; scarification; tearing’ (auvocw ‘scratch’; 2; A/C); toyn ‘fortune,
providence, fate; chance; success; misfortune; act (of a god or human)’ (tvyxdvw, aor. étvxov ‘happen, befall’; over 500;
A); oy ‘life; departed spirit; soul’ (ybyw ‘breathe, blow’; over 500; A/C?); dkwyn ‘hold, stay’ (reduplicated form of the
root of &xw ‘hold, have’; cf. the perfect stem oxwy- attested in the Homeric cuvokwyote ‘bent in’ (11.2.218); 0; A); {on
‘life, existence’; in Homer also ‘property’ ((ow ‘live’; 76; A); épon ‘quick motion, rush, force’ (root of Old Norse rasa
‘collapse’, NHG rasen ‘race’ (intransitive); the verb épméw ‘rush, rush forth’ could be either deverbative or denominative:
see Frisk 1960-72: 1. 573); 11; A).



Vowel-weakening Before Muta cum Liquida Sequences in Latin
A Problem of Syllabification?

Ranjan Sen'

1. Introduction

Back in Troy, things were not going so well for Aeneas. His king murdered, his city burning,
his father was now proving obstinate. Drastic measures were required to convince the old man
to leave. Perhaps a brief reminder of their likely fate was in order:

O BN R
gndtum ante ora patris, patrem qui obtruncat ad aras
‘[Pyrrhus] who butchers the son before the father’s eyes, the father at the altars.’
(Verg. A. 2.663)

Aeneas’ hexameter plea brings to light a peculiar metrical phenomenon. The first syllable of
the word for ‘father’ is scanned short in the first occurrence and long in the second, a variation
found elsewhere in Vergil and the works of the classical poets onwards, where the consonantal
sequence in question comprised stop + liquid, or muta cum liquida (McL). The position of the
liquid was usually filled by /r/ in the historical period (such a sequence is abbreviated in this
paper as Tr), but earlier stop + /l/ was found (77). The scansion is undoubtedly caused by the
syllabification of McL as tautosyllabic in the first case, but heterosyllabic in the second.’

The situation found in Vergil has a long prehistory, which is the subject of this paper.
The aim of my study is to ascertain the syllabification of word-internal McL at the time of
archaic Latin vowel-weakening; this could shed some light upon its course from then to the
Augustan era via the early Latin poets.

Of course, Aeneas’ invocation of the power of syllabification failed to have the desired
effect (it required the spontaneous combustion of Tulus’ head and the timely appearance of a
comet to do that — obstinate old man indeed). Let us pray that our investigation into the effects
of syllable boundaries is more successful.

' 1 should like to thank my supervisor John Penney for his insightful comments and guidance, and John
Coleman for invaluable advice on the phonetics of the problem. This work was supported by the AHRC.

2 All abbreviations of Latin authors and works are those in OLD.

? Note a similar variety in syllabification in two instances of a single word containing McL at Sophocles
Antigone 1240.
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2. Vowel-weakening

Vowel-weakening is the label traditionally attached to the phenomenon in archaic Latin
(ocurring in the late sixth to early fifth centuries BC)* whereby short vowels in internal
syllables were neutralised totally in open syllables,” resulting in the production of whatever
vocalic sound came naturally to the speaker in any given phonetic environment, and to a lesser
degree in closed syllables. For a speaker of Latin, the neutral vowel appears to have been as
high on the vowel quadrilateral® as the phonetic environment allowed, thus in the absence of
intervening phonetic conditions, all vowels were neutralised as /i/, e.g. (from Meiser 1998:
67): /a/: cado ‘1 fall’ vs. cecidi ‘1 tell’; /e/: lego ‘1 gather’ vs. éligo ‘1 choose’; /i/: itus ‘going’
vs. aditus ‘way’; /o/: cupidus < *kupidos ‘desirous’ vs. cupiditas < *kupidotats ‘desire’, and
/u/: caput ‘head’ vs. capitis ‘head (gen.)’.

In certain environments, the neutral vowel was realised differently, and the following
consonant in particular often had a coarticulatory effect. Before /1/, all vowels in internal open
syllables were neutralised as /e/, e.g. (from Meiser 1998: 68): /a/: pario ‘bring forth’ vs. peperi
‘brought forth’; /i/: cinis ‘ashes’ vs. cineris ‘ashes (gen.)’; /u/: socer ‘father-in-law’ <
*suekuros (cf. Gk. exvpog ‘step-father’). Before a labial (/p/, /b/, /f/, /m/), the open-syllable
vowel was assimilated to the consonant’s labial feature, giving a high rounded vowel (Allen
1978: 59), written <i> or <u>, e.g. (from Meiser 1998: 68): /a/: taberna ‘inn’ vs.
contuberndlis/CONTIBERNALIS (CIL 3.10506) ‘comrade’; /e/: optimus/optumus ‘best’ <
*_-emo-; /1/: pontifex/PONTUFEX ‘high priest’ < *pontifaks; /o/: aurifex/aurufex ‘goldsmith’ <
*aurofaks; /u/: stupeo ‘1 am stunned’ vs. obstipésco/obstupésco ‘1 am stupefied’. A third such
effect can be seen where the vowel was followed by a velar /I/ (Allen 1978: 33-34 for its
distribution): its back feature spread to the neutral vowel, giving /o/ after archaic vowel
weakening (which became /u/ in the historical period as a result of a later raising), e.g. (from
Meiser 1998: 68-69); CONSOLVERVNT ‘they took counsel’ < *komsel- (classical Lat.
consuluerunt).

However, the quality of the neutralised vowel cannot be predicted in terms of its
phonetic environment alone; not only a segmental, but also a structural description is
required.” Thus syllable structure dictated the quality of the neutral vowel, the above
developments holding only in open syllables; in closed syllables, the neutralisation was much

* Judging from Latin inscriptions as well as similar trends in the Sabellian languages and Etruscan, thus
forming a picture of areal phonological traits.

> Note that this resulted in the erosion of all phonemic contrasts in such positions.

% For an explanation of the quadrilateral, see HIPA 10-13. In Latin, the key contrasts were back vs. front, and
high vs. mid vs. low. The theoretically possible six vowel system is reduced to five in Latin due to the absence
of a back vs. front distinction at the low level, i.e. /a/. At the high level, we have front /i/ vs. back /u/, and at the
mid level, front /e/ vs. back /o/. The neutral product of vowel weakening in Latin was also non-back.

" The effect under discussion is found solely in non-initial, non-final syllables. I leave aside the raising of
vowels in final syllables, on which see Meiser (1998: 71) and Sihler (1995: 65-67).
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restrained. Notably, a back vs. front distinction remained, but the three tiers of vowels (high —
mid — low) were reduced to two by neutralisation of /a/ and /e/, e.g. (from Meiser 1998: 70)
factus ‘done’ vs. perfectus ‘completed’. The high vowels remained intact, e.g. dictus ‘spoken’
vs. praedictus ‘foretold’, thus the vocalic contrasts in closed syllables were back vs. front and
level 1 (high) vs. level 2 (mid). In the back series the levels were conflated in the second
century B.C., merging as the high /u/, e.g. euntis ‘going (gen.)’ < *ejontes (Meiser 1998:70).

Note the difference between the treatment of the inherited high vowels in closed
syllables and before /r/ in open syllables: in the former, the high vowels remained intact,
whereas in the latter, there was total neutralisation yielding a mid-vowel. The fact that the
conflation of levels in closed syllables in the back series occurred also before /r/ (e.g. Gk.
auopym > Lat. amurca, ‘olive-juice’)8 indicates that this phonetic environment was irrelevant
in conditioning the vowel in a closed syllable.

3. Weakening Before McL

The standard account of vowel-weakening before McL sequences posits that in archaic Latin,
McL closed the preceding syllable, and was thus heterosyllabic like all other consonantal
sequences (Sommer 1948: 282-84; Allen 1973: 138; Maniet 1975: 30; Leumann 1977: 83;
Sihler 1995: 77, 240; Meiser 1998: 70). Thus, integrum ‘whole (acc.)’ < *p-tag-ro-m (cf.
Umb. antakres), genetrix ‘mother’ < *genatrix < *genh,-trih,-k-s (cf. genitor ‘begetter’).
However, there are numerous difficulties with this position.

3.1. Stop + /l/ Sequences Show Open-syllable Reflexes

Whereas Tr sequences show closed-syllable weakening to near consistency, 7/ sequences
conversely seem to show only open-syllable reflexes. The position is clouded somewhat by
the regular insertion of an anaptyctic vowel in all 77 sequences (e.g. cubiclum ‘bedroom’ >
cubiculum),” but this phenomenon seems to date from considerably later than vowel-
weakening to judge from the appearance of both forms in early Latin poetry, for example:

(2) periclum vitae meae tuo stat periculo.
‘At your peril is the peril of my life.’
(PL., Capt. 740)

¥ Even if Latin borrowed the word via Etruscan, as the devoicing of the stop suggests, the conditioned
weakening in Latin should still have yielded /e/ if operative in closed syllables.

’ De Groot (1921: 13-14) acknowledges this regularity, but his study concentrates on the later sporadic
anaptyxis. An investigation into the chronology and exact phonetic and phonological nature of this early,
regular anaptyxis would be useful.
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In fact, many words which appear with the terminations -culum and -cula at a later stage are
scanned as -clum and -cla in Plautus. Although the appearance of the non-anaptyctic forms in
verse of the classical period can be attributed to poetic licence or metrical necessity, the
apparent free variation in Plautus indicates a recent history for the phenomenon; our earliest
attestations are POCOLOM ‘cup’ (CIL 1%.439), which Wachter attributes to the third to second
century BC (1987: 465), and which in addition seems to appear'® beside the form without
anaptyxis AISCLAPI ‘Asclepius (gen.)’ (CIL 1°.440, from a similar time). From 217 BC, we
have the form HERCOLEI ‘Hercules (dat.)’ (CIL 12.607). The phenomenon therefore dates from
much later than weakening in internal syllables (6th-5th cent. BC).

Armed with this knowledge, we therefore detect open syllables preceding 7/: consider
cubiculum ‘bedroom’, vehiculum ‘cart’ and the numerous other forms in -iculum, which
appear to be deverbatives from verbs with stems ending in thematic vowels, thus *kube-klom
and *vehe-klom < *-tlom. Maintaining that McL was always heterosyllabic at the time of
weakening is therefore an untenable position.

3.2. Some Stop + /r/ Sequences Show Open-syllable Reflexes

In addition to the apparently regular tautosyllabicity of 77 sequences, we also find some 77
forms which show what appear to be open-syllable reflexes in the preceding vowels. Consider
lidicrum (adj.) ‘connected with sport/the stage (acc.)’,'’ apparently < *lide-klom < *-tlom;
reciprocus ‘moving backwards and forwards’, apparently < *reque proque or similar;'
tonitrus ‘thunder’; talitrum ‘hit with the knuckle’; calcitro ‘1 kick’, arbiter, -tri ‘witness;
judge’, and pullitra ‘young chicken’. Evidence for the assimilatory effect of a following
labial, peculiar to open syllables, could also be found in colubra ‘snake’ if again the starting
point was the thematic verb colo ‘I circle around’.

3.3. Tautosyllabicity in Early Latin

A final difficulty with this position is that in our earliest evidence for Latin prosody, mainly
Plautus, McL sequences appear to be universally tautosyllabic. Undeniably, the position could
have changed from the time of vowel-weakening to the second half of the third century BC,
but some literary trace of the earlier treatment would corroborate the reconstruction.

And this is precisely what some authors have attempted. In the face of overwhelming
evidence for tautosyllabicity in the plays of Plautus, Terence and Ennius, a fine toothcomb

' The word is incorrectly spelt POCOCOLOM in this inscription.

"' The neuter substantive lidicrum is clearly later; the nominative form of the adjective (*lidicer?) is

unattested, with the back-formed lidicrus appearing only in the glosses (Serbat 1975: 166-67).

"2 The exact etymology and development, in particular the reason for the internal /o/ (see §4.2.1), are unclear,
but it is difficult to reconstruct an original /i/ before McL here. See Hoenigswald (1992: 83 and fn. 9).
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could eke out isolated examples of heterosyllabicity. But sadly for the champions of this
position, none of these are compelling."

But a degree of consensus is attained regarding the role of Greek in the scansion of McL
in Ennius. The poet introduced into his Annals, but not his plays, heavy scansion preceding
McL on the basis of his Greek models, Homer and the tragedians. This prosodic practice was
however strictly restricted to Greek words (e.g. 321 Cyclopis ‘Cyclops (gen.)’) and words
otherwise not amenable to dactylic metre (e.g. 221 sacrificare ‘to offer up as a sacrifice’). But
the practice became more widespread in the poetry of the classical era onwards: a
heterosyllabic treatment of McL was permitted in the composer’s armoury in even native Latin
words, as the example in §1 demonstrates.'* Again, this has traditionally been put down to the
imitation of Greek models and metri gratia, and should therefore not be interpreted as an
indication of how Latin was spoken in the late Republic."

However, one could challenge such simplicity by questioning the plausibility of the
borrowing and subsequent spread of a prosodic feature from Greek that was in no way felt to
belong to the Latin language. One must ask whether or not heterosyllabicity was really so
alien to Latin; I shall return to this question below (§4.2.1). However, on the basis of Plautus,
Terence and Ennius’ plays, we can conclude that McL in early Latin was tautosyllabic and we
have no trace of the purported heterosyllabicity of archaic Latin. The fact that the earliest
attestations of heavy scansion before McL are in Ennius’ hexameter poetry and exclusively in
Greek, or otherwise unmetrical, words 1is strong support for the hypothesis that
heterosyllabicity was introduced into Latin literature from Greek models, and subsequently
spread to native Latin words.

4. Alternative Theories

In §3, we saw that there are difficulties in maintaining the hypothesis that McL in archaic
Latin was heterosyllabic and triggered closed-syllable vowel-weakening in the preceding
vowel. The evidence demands an alternative interpretation, but more than one position is
possible.

" The arguments for and against heterosyllabicity in the early authors can be found at: Plautus: (pro)
Timpanaro (1965: 1084-88), Pascucci (1975: 64-66), Questa (1976, which is amplified in 1984: 277-90); (con)
Skutsch (1968: 117-18), Untermann (2000: 650-51), Hoenigswald (1985: 382 fn. 12); Naevius: (pro) Pascucci
(1966); Terence: (pro) Pascucci (1975: 62-63); (con) Bianco (1979); Ennius: (pro) Timpanaro (1965: 1075-83);
(con) Skutsch (1968: 112-18).

'* A good introduction to the scansion of McL in Latin verse with an appreciation of the different positions can
be found in Timpanaro’s discussion of the terms positio fortis and positio debilis at EV iv.232-35.

' See Grassi (1970) for numerous arguments in favour of this position.
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4.1. The Bernardi Perini View

This is the position expounded by Bernardi Perini (1974: 56-70), based upon the observation
by Juret (1919: 94, 1938: 77) that /a/, /e/ and /i/ became /e/ not only before /1/, as noted in §2
above, but also before the syllable-initial groups /pr/, /br/, /ct/, /gr/ and /tr/. If therefore the
quality of the vowel preceding 7r was conditioned by the /r/ in the sequence and not by a
closed syllable, we would have an explanation for the divergence in quality of the vowel
preceding 7r and 77; the syllable preceding the McL sequence would be open in both cases,
but only the latter would show the high vowel /i/. Thus, impetro ‘I get’ developed in the same
way as impero ‘1 order’.

In phonetic terms, Bernardi Perini posits coarticulation of the stop and /t/, but a clearer
boundary between the articulation of the stop and /I/. If the speaker was preparing for the
production of the /t/ as early as the vowel preceding 77, the preceding vowel could be
conditioned, itself a coarticulatory effect.

This claim needs to be considered from three angles: the ability to account for the
evidence, chronology and phonetics.

4.1.1. Accounting for the Evidence

If the vowel preceding 77 should always have been /e/ as a result of the /r/ in the McL
sequence, we have a handful of forms for which we should need to develop alternative
accounts. These are listed in §3.2 above as words where the vowel preceding 77 shows open-
syllable weakening. To those, we can add here forms which show neither open-syllable
weakening, nor r-lowering, namely molucrum ‘blade of a mill (and other meanings)’ and
volucer, -cre (adj.) ‘flying, winged’.

Although all of the forms showing /i/ (lizdicrum (adj. acc.), tonitrus, talitrum, calcitro,
arbitri (gen.),'® reciprocus and pullitra) had a voiceless stop after the vowel, voicing is clearly
not a factor, as shown by compounds of sacro ‘I consecrate’ (e.g. consecro ‘1 dedicate’), and
those of patro ‘I accomplish’ (e.g. impetro ‘I get’), and the old derivatives genetrix ‘mother’
(vs. genitor ‘father’), meretrix ‘courtesan’ (vs. meritus ‘deserved’), obstetrix ‘midwife’ and
moletrina ‘mill’ (vs. molitor ‘miller’). It is notable, however, that these are categorially quite
well-defined counter-examples: it is unlikely that sacréo and patré were morphologically
analysable at the time of weakening, and the second group is dominated by forms in *-trix.
Let us bear this in mind as we continue our investigation.

Molucrum ‘blade of a mill (and other meanings)’ and volucer, -cre (adj.) ‘flying,
winged’ appear to be unaffected by the /1/. It is sufficient here to note that these two words of

' The etymology of this word is sufficiently obscure for it to be omitted from the discussion henceforth.
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very similar shape and unclear etymologies'’ show a similar phonological shape, which is
more likely to be the result of an open syllable (which could be more susceptible to labial-
colouring from the initial consonant + vowel, perhaps also velarising the /1/) than a closed, as
what little our etymologies tell us does not indicate the presence of an original back vowel
(e.g. if molucrum is connected to molere ‘to grind’).

This leaves colubra ‘snake’ (etymology unclear; for discussion, see DELL 133-34; WH
248, Serbat 1975: 132-33), liicubrare ‘to work by night’ < *leukos-ra-(?) (Serbat 1975: 113-
15), liagubris ‘mournful’ < *ligos-ris(?) (Serbat 1975: 129), and manubrium ‘handle of a
utensil’ < *man-hab-r-(?) (Serbat 1975: 135). Supporters of the Bernardi Perini view could
argue that the vowel was conditioned by the following labial (in which case it would have to
be in an open syllable; see e.g. contubernalis ‘comrade’ in §2), rather than the /r/. But perhaps
this went through an intermediate /o/ stage as a result of the lowering effect of /r/. This /o/
could then have been raised to /u/ (as in closed syllables), at a time after the non-high-
conditioning of /r/ was no longer felt. We shall return to these forms below with alternative
explanations.

4.1.2. Chronology

Determining an absolute chronology for the conditioning of vowels before /r/ is difficult. The
bone of contention is this: is the merger to /e/ of vowels before /1/ a part of the general archaic
weakening, as suggested by Meiser’s presentation (1998: 68), or is it a separate phonological
development of r-lowering which occurred later (Parker 1988)? Although this is a worthy
matter for investigation, we find, however, that the question is of little relevance to our
problem as there is no evidence for words caught in the stage between Parker’s two diachronic
changes, even if one adds McL words to the search.'® By all indications, the development to
/e/ of vowels before 77 occurred at the same time as vowel weakening and this is therefore the
position adopted here."” As the neutralised result of vowel-weakening showed allophonic
differences in height, roundness and backness according to the environment, we could
attribute the output before (7)r to ‘r-conditioning’.

" molucrum: Serbat (1975: 155-57); volucer: WH 832, s.v. volva; Serbat (1975: 199-201, 281-82).

' The only attested evidence for post-weakening r-lowering comprises the divine name Numisios <
(supposedly) *Numasios in two inscriptions (cf. Lat. Numerius). Leaving aside the question of the posited
identity of the personal name Numerius and the divine one Numisios, a closer look at the inscriptions renders
this interpretation uncompelling on the grounds of dialectal variation, e.g. CIL 1%.33 includes the name
TEREBONIO, with irregular anaptyxis in the initial 77 sequence. Besides, archaising inscriptions (these date from
¢. 200 BC) are prone to etymologise falsely.

' The relative chronology of the changes provides conflicting evidence: primus “first’ < *prismo- < *prisemo-
< *pri-isemo- suggests that syncope, which can be seen as the ultimate destination of vowel-weakening,
preceded rhotacism, as we do not have the development *prisemo- > *priremo- > "prirmo-. However, evidence
for the opposite ordering could be seen in ornus ‘ash-tree’ < *oseno-/*osino- (cf. Russ. jdsens ‘ash’). See
Meiser (1998: 95-96).
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4.1.3. Phonetics

One must pause to consider whether any of this is phonetically plausible. That vowels before
(or after) /r/ tend to lower is uncontroversial (Lindau 1985: 158), and that the effect of /r/ on
the quality of a preceding vowel can be strong is demonstrated in American English (Olive et
al. 1993: 220-25). Although the precise phonetic nature of Latin /r/ at the time of vowel-
weakening is difficult to gauge — the merger of /s/ and /r/ intervocalically (‘rhotacism”)
suggests a fricative rather than the trill described by later writers, in this position at any rate
(Allen 1978: 33) — our evidence supports an instantiation of the lowering effect. What remains
at issue is whether such an effect can occur when a stop consonant intervenes. In other words,
what is the domain of anticipatory coarticulation (i.e. coarticulatory effects of a later segment
in an earlier one)?

The literature on coarticulation, and in particular its domain, is immense.”” The principle
that one phoneme can affect the production of another is at the heart of a long-standing
problem: how are phonological segments (phonemes) realised as a phonetic output? Hockett
(1955: 210-11) asks us to imagine a row of Easter eggs (the phonemes) carried along a
moving belt, which brings them between the two rollers of a wringer, smashing them and
rubbing them into each other (the phonetic output). A colourful image no doubt, but one
which captures the extent to which the discrete units of phonology can be coarticulated.

And indeed, experimental evidence demonstrates the far-reaching coarticulatory effects
of /r/: Heid & Hawkins (2002) detect anticipatory resonance effects in as many as five
syllables before a conditioning /r/, passing through up to two stressed syllables, in Southern
British English. What is more, effects are found both if /r/ is a simple onset or part of a
complex 77 onset. They find (2002: 79-80) a short-range effect (up to one intervening
syllable) and a long-range effect (from one to five intervening syllables); the latter effect is
smaller, but less sensitive to segmental context, whereas the former can be greatly reduced by
local consonantal perturbation, such as the stop in 7r. However, this reduction does not detract
from the evidence that in the short-range, all formant frequencies of the vowel are usually
lower, regardless of the segmental context (2002: 78).%!

4.1.4. The Correct Interpretation?

Should we then accept this as the correct interpretation? Difficulties remain, notably the forms
showing preceding /i/. Furthermore, a handful of forms showing /u/ before 7r escape simple
explanation, and that proffered (i.e. the influence of a labial between the vowel and the /r/)
fails to explain the group of words in -ebra (on which see §4.2.2 below), as well as cerebrum

%% A useful survey of the different approaches is provided by Kent & Minifie (1977).

! Consider also in this context the long-range effect of /t/ on /n/ in word-internal sandhi in Sanskrit, e.g.
sarpéna vs. agnina (Mayrhofer 1987: 22).
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‘brain’ < *keras-ro-, fenebris ‘usurious’ < *faenes-ri-s (Serbat 1975: 129) and finebris
‘funereal’ < *fiines-ri-s (Serbat 1975: 129). Perhaps these show the front-vowel orthographies
available for the labially-conditioned vowels in these positions, e.g. normally optimus vs.
optumus ‘best’, but fiinebris vs. *liigobris > ligubris, where r-conditioning yielded a mid- not
high vowel.

There appear to be additional factors at play in vowel-conditioning and we still cannot
rule out the possibility of syllable closure before 77, at least in certain words, as this would
account neatly for some of the difficulties above (e.g. lizgubris). However, although many of
the details of Bernardi Perini’s view must be discarded,** we cannot utterly reject the role of r-
conditioning in informing the quality of the vowel preceding 7.

4.2. The Hoenigswald View

Hoenigswald (1992: 83) suggests that the quality of the vowel was indeed determined by
whether or not the syllable was open or closed, but that syllable boundaries were determined
in McL sequences by morphological boundaries. Therefore, where we find reflexes of the IE
morphemes *-tlo-, *tro-, *-d"lo- and *-dro- (all apparently with the same ‘mediative’
function, on the semantics of which see Serbat (1975: 373-75)), and others beginning with
McL, we should find a preceding open syllable; but where we find IE *-ro-, *-lo- etc.,
preceded by a stem ending in vowel + stop, we should have a closed syllable. Thus, integrum
‘whole (acc.)’ < *p-tag-ro-m, and cerebrum ‘brain’ < *keras-ro-m, but liidicrum ‘pertaining to
the games/stage’ < *liide/o-tlo-m, and talitrum ‘a hit with the knuckle’ < *talo-tro-m (cf. talus
‘knuckle; heel”).

4.2.1. In Favour of Hoenigswald

In favour of this view, we can praise its ability to explain the forms where /i/ precedes McL,
namely all formations in -iculum etc. as well as the isolated forms with 77, such as those
quoted above and lidibrium ‘laughing-stock’ (whatever the formation, a morpheme boundary
after lidi- seems clear), and pullitra ‘young chicken’ < *pullo-tra(?). Beside lidibrium,
perhaps we see in manubrium evidence for the open-syllable <u/i> alternation before labials;
in fact, the form manibrium is also attested (OLD s.v.). The theory’s finest hour is perhaps its
explanation of reciprocus ‘moving backwards and forwards’ < *reque proque (see fn. 12). As
the outcome began life as two distinct words, there is a clear morphological boundary, which
i1s felt after univerbation at the time of vowel-weakening, thus we have open-syllable
weakening to /i/. Furthermore, the /o/ could perhaps be explained if speakers clearly identified
a distinct semantic unit here (pro), which was as important in the understanding of the word as

*2 For reasons of space, it is not possible to discuss the theory in depth. Much of the phonetics is built on shaky
ground, but the principle of coarticulation is of course sound.
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the initial re-. Perhaps there was even a secondary stress after univerbation, assuring the
survival of the /o/.

Notably, there are no forms in -etra/-us/-um which cannot be explained as non-original,
borrowings or peculiarities which need not be taken into serious consideration, thus closed-
syllable weakening appears not to occur before *-tro-. The only form showing /e/ before the
*_tro- suffix is fulgetrum (also fulgetra (fem.)) ‘lightning’, but Serbat (1975: 347) believes this
to have developed from an earlier *filgebra, under the influence of fonitrus ‘thunder’.”

To the objection that many of the forms in -icu/um are undeniably analogical, since this
has been reanalysed as the suffix in the place of -c/um (Hoenigswald acknowledges something
similar regarding the 7 forms at 1992: 83, fn. 11), one could argue that a basis for the origin
of the widespread /i/ was precisely the outcome of a vowel in an open syllable. In fact, most of
the early deverbative formations appear to be built on a stem ending with a thematic vowel
giving a third conjugation verb, thus: vehiculum ‘cart’ : vehere ‘to carry’; cubiculum
‘bedroom’ : (re)cumbere ‘to recline’; curriculum ‘course’ : currere ‘to run’.

Tonitrus, -is ‘thunder’ is unusual as there is no IE suffix "-zru-, hence the form must be
analogical. DELL (695, s.v. tond) and WH (690-91) agree that fonitrus is a hybrid form arising
from a combination of a reconstructed masculine *tonitus, -is ‘thunder’ (cf. somitus, -is
‘sound’, which could in fact be the base for the analogy, without the need for the
reconstructed form) and neut. *fonh,-tro- > *tonatro-. Per DELL, Ved. tanyatuh ‘thunder’
also supposes a contamination. The plausibility of this equation would surely increase if the
form which underwent change was a post-open-syllable weakening neut. *tonitrum.

Perhaps the strongest evidence in support of this theory is that morphologically
controlled syllabification is a fact of Latin in the historical period in McL sequences. Allen
(1973: 140) notes that their syllabification is ‘strongly influenced by grammatical boundaries,
and generally speaking does not distinguish between word boundaries and morph boundaries
within the word’. The phenomenon to which Allen is referring occurs where a compound is
made up of a prefix ending in a stop and a stem beginning with a liquid, thus ab-ripio ‘1
abduct’, ab-rumpo ‘1 break off’, ob-lino ‘1 smear’, 0ob-ligo ‘I bind’; these and the like always,
even in early Latin verse, began with a heavy syllable. Conversely, words which were similar
in shape, but had a morpheme boundary before the McL began with light syllables, thus re-
cludo ‘1 lay open’, re-traho ‘1 drag back’.

Returning to a question raised at §3.3 above regarding heterosyllabicity of McL in Latin,
we can see that such a syllabification was not totally alien to the language and therefore it is
not a great leap of faith to presume that composers in Latin felt that the more widespread
heterosyllabicity in Greek could be adopted. Indeed, it is entirely possible that the dual

3 Feretrum ‘bier’ is clearly a borrowing from Greek (Serbat 1975: 333) and the origin of and vowel quantity in
veretrum ‘male sexual organ’ are unclear (Serbat 1975: 332-33).
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syllabification of McL in Latin not only influenced poetic conventions, but also the spoken
language.** That such a variation existed could be seen in the Romance developments, where
words such as integrum developed with an open internal syllable, which nonetheless bore
stress, as if it were closed, thus It. intiero, Fr. entier, both ‘whole’. Also consider English: the
Oxford English Dictionary tells us that the expected pronunciation of the word integral is
['mtigral], but in modern British English speech it is not uncommon to encounter an
alternative form, namely [mn'tegral], again perhaps indicating a dual syllabification available in
the language.”

4.2.2. Difficulties with a Morphological Analysis Theory

One feels uneasy at the number of 77 forms with opaque histories which this theory claims to
explain and many permit alternative stories. The /r/ in liidicrum appears to have dissimilated
from /1/, thus *liide/o-klom, and is therefore non-original and possibly not present at the time
of vowel-weakening. Perhaps this form should therefore be treated as all others in 7/ and share
whatever explanation seems best for them. Pullitra is a bizarre form (there are no other
denominatives in -fra) where the *-tra- suffix appears to play no particular semantic role. It is
much more likely that a diminutive suffix was original, but how it developed to this form with
/t/ can only be speculation. The etymologies of colubra, lidibrium and manubrium are also
uncertain, although for the latter two, it does not seem too hasty to presume the existence of a
clear morpheme boundary between the stems and the -brium suffix (cf. also manus ‘hand’ and
ltdus ‘game’).

The base noun for the denominative verb calcitrare appears to be *calcitrum per DELL
(88-89 s.v. 1.calx) and Leumann (1977: 83, 313), built on the root noun calx ‘heel, foot’. This
denominative formation in *-tro- would only be paralleled by talitrum. DELL states that the
genitive plural of calx was in -ium according to the grammarians, but there are no examples
(Thes. 111.195, s.v. 1.calx). This evidence indicates an original /i/ in *calcitrum and therefore
the word does not provide evidence for weakening (but also resists an explanation through 7-
conditioning).

Serbat (1975: 340) reconstructs a totally different origin. He suggests that calcitrare is a
doublet of an older *calcitare, an iterative of calcare ‘to trample down’, built in the same way
as clamitare on clamare ‘to shout’ and vocitare on vocare ‘to call’. He discusses parallels for
the replacement of -#- by -t7-, most of which are late, but some of which can be dated to a
much older time and seem to be of a vulgar character. Thus we find culcita ‘mattress’ in

** Variation based upon morphological facts such as these is more attractive than Bernardi Perini’s attempts
(1974: 70-77) at reconstructing a lentoform (heterosyllabic) and an allegroform (tautosyllabic), whose
distribution was register-sensitive.

* Perhaps the unexpected form recclusit at Pl., Capt. 918 is a further indication of such variation, although we
must be wary of extravagant conclusions built on isolated forms. If there had been genuine variation in Plautus’
time, surely the author would have made greater use of it.
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Plautus (Cas. 307), Varro (Men. 448), Cicero (Tusc. 3.46) and Seneca (Epist. 87,2), but then
culcitra at Petronius 38.5, a reading all the MSS agree upon. Furthermore, the reality of the
form is confirmed by the Romance languages (OFr. coltre, It. coltrice). This hypothesis neatly
explains the internal vowel -i- as belonging to the iterative suffix -itare; the iterative sense of
calcitrare 1s in fact felt in the attestations, according to Serbat, and the derivative calcitro,
-onis, masc. ‘kicker’, found at e.g. Pl., Asin. 391. Such an interpretation altogether denies the
existence of a form *calcitrum.

However, the alternation between -#- and -#r- is far from firmly established in the early
period. Culcita has an unclear etymology, as Serbat accepts, and the only two other forms
comprising the early evidence are notably borrowings from Greek: aplustra (-tria) ‘stern-
ornament’ in Ennius, representing Gk. a@lactov (probably via Etruscan; note also the
variation in the form) and emplastrum ‘plaster’ at Cato, Agr. 39.2, representing Hippocratic
Gk. 10 éunloctov. Furthermore, Serbat’s rejection of talitrum on the basis that it would be an
unparalleled denominative formation is also unmotivated. Therefore, although calcitrare
probably does not give us evidence for open-syllable vowel weakening, on the basis that the
/1/ was original, it does give us some support for the formation of ¢alitrum, where /i/ </o/.

If the morpheme boundary hypothesis were to encompass both 77 and 77, we should like
to have further evidence for closed-syllable treatment before heteromorphemic 7/. Given the
paucity of forms with inherited IE *-/o-/-la- (a complete list is at Zucchelli (1970: 29-31) and
almost all involve monosyllabic stems), such evidence is difficult to find. However, the old
forms obsecula ‘devotee’ and assec(u)la ‘hanger-on’ < *ob-/ad-sek*-la could be the forms the
devotees/hangers-on of this theory crave. Analogy is the only alternative explanation, but the
word secula ‘sickle’ (Var. L. 5.137) is not a candidate as it is clearly from the unrelated root of
seco ‘I cut’. Therefore, the analogical bases must be the verbs obsequor ‘1 devote myself to’,
assequor ‘1 follow’, and indeed sequor ‘1 follow’ itself. All derivatives of this verbal root
show e-vocalism without fail, whether in initial or internal, open or closed syllables,
indicating a strong analogical pressure to maintain the phonological shape of the forms.
Therefore, we do not have any evidence for closed-syllable weakening before 77.

There are numerous forms this theory does not account for. Again, genetrix, meretrix,
obstetrix and moletrina escape explanation, as does impetrare < *in-patr-a- (cf. patro ‘1
accomplish’, pater ‘father’). But, as noted by Hoenigswald (1992: 83), the clearest group
which fails to fit comprises the words in -ebra < *-V-d'ra: latebra ‘hiding-place’, palpebra
‘eyelid’, scatebra ‘bubbling spring’, terebra ‘drill’, vertebra ‘vertebra’, and é-/il-/pel-lecebra
‘enticement’.

Hoenigswald suggests that these have at least in part arranged themselves around the old
inherited tenebrae ‘darkness’ (DELL 683; WH 664). The stem of this word continues a well
paralleled IE s-stem *femH-e/os- (cf. Skt. tamah, gen. tamasah ‘darkness’), which survives in
the Latin adverb femere ‘by chance’. An exact parallel for this stem with a *-ro- suffix and a



Vowel-weakening Before Muta cum Liquida Sequences in Latin 155

plural ending can be found in Skt. tdmisrah (pl.) ‘silent night’, where the *-e/os- suffix
appears in the zero-grade, resulting in the vocalisation of the laryngeal. The development of
the nasal from /m/ to /n/ in Latin can be explained by appeal to dissimilation of the labials at a
stage when the sequence *-sr- had developed to -br-. Therefore, tenebrae < *temas-rai, with a
morpheme boundary between the consonant and the liquid providing motivation for the
closed-syllable reflex of the vowel. Hoenigswald suggests that the analogical spread of -ebra
could have started with /atebrae (usually plural), on the basis of the association of tenebrae
with tenére ‘to hold’ by folk etymology (cf. tenebrae Orci), the equation tenére : tenebrae ::
latére ‘to lie hidden’ : latebrae, and finally the close semantics of the two derivatives. The
formation could thence have spread as a marker of pluralia tantum, as scatebrae, illecebrae
and palpebrae appear to have been originally.

This solution is not built on solid foundations. Serbat (1975: 58-63) comments that the
regularly invoked proximity between tenebrae and latebrae is difficult to support on the basis
of textual evidence. It is based upon one Plautine trochaic septenarius (Poen. 835: tenebrae
latebrae); aside from this, there is no other such explicit association in the sixty-seven uses
within phrases of /atebrae in Plautus, Lucretius, Vergil, Tibullus, Horace, Ovid, Lucan and
Seneca’s tragedies.

A final objection questions whether speakers of Latin actually felt morpheme boundaries
in such a thoroughgoing fashion at the time of vowel weakening. Certainly, it is feasible that
formations with clear stems and suffixes could be analysed as such subconsciously by the
speaker (e.g. cubiculum, genetrix), but can the same really be said about forms such as
consecro ‘I consecrate’ and cerebrum ‘brain’, both with the suffix *-ro-, or even talitrum, as
the suffix *-fro- was supposedly no longer productive by an early stage of Latin prehistory
(Serbat 1975: 344, 380)?

4.2.3. Some Conclusions

One is tempted to maintain the essence of this theory, namely syllabification at morpheme
boundaries, in order to provide a historically paralleled motivation for two different
syllabifications. However, there are without doubt other conditioning factors in play, as is
only to be expected in a neutralisation phenomenon such as vowel-weakening. The theory also
needs to be polished in order to account for the morphological sensibilities of a speaker of
Latin at the time of vowel-weakening.

4.3. A Simpler Solution?

On the whole, 7r forms show closed-syllable vowel weakening, whereas 7/ forms open-
syllable reflexes. What then prevents us from simply positing that this is the solution: 77 was
heterosyllabic, whereas 77 was tautosyllabic? Aside from being unable to explain the



156 Ranjan Sen

admittedly small handful of 77 forms which do not seem to conform, this view has a weakness
of motive. Indeed, if the individual segments in 77 forms were more distinctly pronounced, as
later anaptyxis suggests, and those in 77 forms more coarticulated, we should if anything
expect the former to be heterosyllabic and the latter tautosyllabic. A better motivated theory
should therefore be preferred.

5. A Solution
Our evidence can be summarised in groups as follows:

a) Forms in -iculum/-icula < *-tlo-/-tla and -ibulum/-ibula < *-d"lo-/-d"la, showing open-
syllable weakening., e.g. vehiculum.

b) Forms in -ebra < *-d'rda showing closed-syllable weakening/r-conditioning, e.g.
palpebra.

c) Forms in -etrix (these are transparently older than the many forms in -itrix, which are
clearly analogical formations on masculine nouns in -itor), €.g. genetrix, and the
isolated moletrina, showing closed-syllable weakening/r-conditioning.

d) Forms with the inherited suffixes *-ro- and *-ri- which are uniformly old in nature,
e.g. tenebrae, funebris and forms without clear morpheme boundaries, such as
impetro, showing closed-syllable weakening/r-conditioning.

e) A handful of 7r forms which appear to show open-syllable weakening and no 7-
conditioning, e.g. manubrium/manibrium.

The following developments can account for the above most neatly:

1) McL was heterosyllabic in archaic Latin, unless a clear morphological boundary was
felt immediately preceding the stop + liquid, in which case it was tautosyllabic, as was
the case for formations from inherited *-tlo-/-tl@ and *-d"lo-/ -d"la, forms in -brium,
-trix, -trina and *-tro- when used denominatively (see below).

1) Rhotacism and vowel weakening occurred, with /a/ and /e/ merging in closed syllables
and an environmentally conditioned neutral vowel resulting in open syllables. R-
conditioning took place where the neutral vowel was also preceded by a mid-vowel in
the previous syllable. Thus, a) vehiclum; b) palpebra; c) genetrix; d) tenebrai, and ¢)
manVbrium (where V' was a labialised neutral vowel).

Some clarifications are required. To begin with, I presume that speakers at the time of vowel-
weakening were not subconsciously sensitive to the morphological boundary in the inherited
category of forms in *-d’ro-/-d"ra. This does not entail that they were morphologically opaque
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— when questioned, a speaker may have been able to identify the suffix — but merely that the
boundary was not automatically felt when one used the word casually. It is clear that the suffix
ceased to be productive by the historical period (Serbat 1975: 120), and it is possible that the
later vertebra used a reanalysed suffix -ebra.

The Latin continuations of *-tlo-/-tla and *-d"lo-/-d"ld clearly had a longer life, with the
suffix -clum being particularly productive. The *-d"lo-/-d"la forms, giving -blum/-bla, seemed
to have undergone a sterile period, with virtually no attestations of new products from
Augustan times (Serbat 1975: 79), suggesting an earlier death as a productive suffix. This
situation is analogous to that found for *-dro-/-d’ra, but two observations suggest that the
formation in /l/ had a longer life. Firstly, there are denominative formations in -bl/um/-bla (e.g.
turibulum ‘censer’, cf. tis, tiuris ‘incense’), but none in -brum/-bra, if we accept that
candelabrum 1is the result of dissimilation (Serbat 1975: 125). Given that denominative
formations from mediative suffixes seem to have developed later than primary and
deverbative formations (Serbat 1975: 344, 375-77), it is likely that a suffix forming
denominatives survived longer than one which did not. Secondly, the suffix -blum/-bla
underwent a renaissance in the second century AD, indicating that its value was still felt
during the early historical period. Therefore, it is not unfeasible that the morpheme boundary
before -blum/-bla was still felt at the time of vowel weakening, but that before -brum/-bra was
not.

However, *-tro- appears to have been the earliest casualty among these mediative
suffixes (Serbat 1975: 344, 380), as all formations are early, with no productivity in the
historical period. But evidence that this suffix survived longer in the isolated denominative
function arises from talitrum and *calcitrum, both rejected by Serbat (1975: 340-41) partly on
the very grounds that they are isolated denominatives. If these are true denominative
formations, and there is little reason to doubt that, then we have evidence for a limited
survival after the end of the productive era of -brum/-bra.

The forms with the inherited suffixes *-ro- and *-ri- which derive from s-stems (i.e.
cerebrum < *keras-ro-m, fénebris <*faines-ri-s(?), fiinebris < *d"ines-ri-s, liigubris < *ligos-
ri-s and liicubrare < *leukos-ra-) show both /u/ and /e/ before the McL sequence. This must be
the result not of phonological conditioning, but rather the inheritance of either an e-, o- or
zero-grade.

We come finally to the posited vowel-conditioning, whereby vowels preceding 77 and in
a syllable following a mid-vowel were realised as /e/ by r-conditioning. This accounts for the
forms in -trix and -trina (genetrix, meretrix, obstetrix and moletrina) and in addition has
phonetic motivation. As we saw in §4.1.3, /t/ can have a lowering effect on surrounding
vowels. However, the coarticulatory effects of the /r/ were not sufficient to cross an
intervening stop consonant (note Heid & Hawkins’ short-range effect discussed in §4.1.3),
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unless the central quality was already present when the vowel before 77 was articulated from a
preceding mid-vowel.

The fact that the preceding vowel was not always /e/, but also sometimes /o/, is not
relevant as vowel height is the important factor: the neutral vowel was realised lower in this
environment than in others, due to a combination of anticipatory (/r/) and retentive (/e/, /o/)
coarticulation. In other words, when articulating the conditioning mid-vowel /e/ or /o/, the
speaker was aware that an /r/ would need to be articulated in the onset of the syllable after the
following one; as a result the tongue was retained at a constant height for the intervening
neutral vowel, resulting in its realisation as a mid- rather than high vowel. All of this is
entirely consistent with the findings regarding anticipatory coarticulation /r/ in Heid &
Hawkins (2002) and coarticulatory planning in Whalen (1990).

Thus we have genetrix, meretrix, obstetrix and moletrina, but manubrium/manibrium
and talitrum with preceding low-vowels, and /izdicrum, which would have the correct outcome
regardless of whether the dissimilation of /I/s took place before or after vowel weakening.
Tonitrus must have acquired its vowel by analogy on tonitus and reciprocus showed the usual
open-syllable weakening due to the stronger morphological boundary before the 77 sequence
(§4.2.1), thus preventing the anticipation of the /1/.

Molucrum and volucer, -cre still escape simple explanation, although one might argue
that the tongue-raising required for the /k/ in the -cr- sequences prevented the retention of a
constant mid-level tongue height, thus resulting in a high vowel as to be expected. As
suggested at §4.1.1, the back quality of the vowel could be explained by the labialising
influence of the initial stop +vowel. Contrast moletrina where the anticipatory coarticulation
of the /r/ results in the more fronted /e/. See the effects of local consonantal perturbation on
short-range coarticulation noted by Heid & Hawkins, considered in §4.1.3.

6. Conclusions

We can detect a progressive development of the syllabification of McL in Latin. In archaic
times, the sequence was heterosyllabic unless a clear morpheme boundary was felt
immediately preceding it. This perhaps indicates an earlier stage whereby syllabification of
the sequence was motivated by morphology more completely. As morphemes ceased to be
productive and were no longer felt to be distinct when speaking casually, they adapted to the
default position of heterosyllabicity, perhaps itself based ultimately on the antiquity of
formations in *-ro-/-ra.

Vowel weakening occurred at a stage when speakers were sensitive to some, but not all
morphological analysis. R-conditioning (after rhotacism) resulted in vowels in open syllables
being realised as /e/ when preceded by a mid-vowel in the previous syllable. After this stage,
the default position seems to have changed from heterosyllabicity to tautosyllabicity, with
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only clear morpheme boundaries (such as verbal prefixes) motivating syllable boundaries and
thus heterosyllabicity. Why the change in the default position occurred can only be the subject
of speculation. Perhaps there was an analogical spread of tautosyllabicity based upon those
forms which remained so throughout (e.g. -c/lum) at a time when the archaic initial stress
accent was being replaced by the Law of the Penultimate.

But again, as morpheme boundaries came to be felt less, heterosyllabicity spread to
forms other than those like 0blino, this time supported to a degree by the influence of Greek
metrical conventions. As there were thus templates for both syllabifications, the uniform
tautosyllabicity in Plautus was replaced by variation in later authors and perhaps the spoken
language, as some Romance evidence suggests. This study therefore illustrates the
phonological impact of loss of morphological analysis.
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Homeric Jvporéwv and the Question of Greek ‘Reversed Bahuvrihis’'

Olga Tribulato

1. Introduction

Asked about the most characteristic features of Greek, any first year Classics undergraduate
would mention compounds. Unless particularly thrilled by word-formation studies, he or she
would also hasten to add that compounds are ‘incredibly difficult’ to understand. This is
hardly surprising, given that in Greek the compositional categories and formation patterns
inherited from Indo-European achieve a level of productivity and sophistication which is
perhaps only surpassed by Sanskrit. Over the centuries, their formal classification has led
scholars to develop an unwavering patience, untiring devotion and seemingly
incomprehensible love for lists of ‘members’. Yet, it is still common for scholars to argue over
the correct classification of certain forms which are more obscure. In this paper I hope to
contribute towards the clarification of the structure and formation process of the epithet
Yuporémv ‘lion-heart’ and of a small handful of Homeric compounds which have been
interpreted as ‘reversed bahuvrihis’ in the past.

2. Greek Right-oriented and Left-oriented Compounds

The Greek compositional system is a markedly right-oriented one. This means that the head of
the compound tends to be placed on the right, as e.g. in axpomolg ‘high city’. Right
orientation characterises both exocentric compounds (e.g. the bahuviihi AevkoAevog ‘having
white arms’) and endocentric compounds (e.g. the determinative axpornolg and the verbal
olko@opo¢ ‘house-carrying’).

Within this system, left-oriented compounds are productive only really among governing
compounds, namely: in verb-first compounds (e.g. @epgowkog ‘carry-house’) and in
prepositional compounds (e.g. €épohog ‘by the sea’). Besides these two minor and well-
defined categories one ought to include compounds which present adjectival first members
with governing properties (e.g. a&i0hoyog ‘worthy of mention’, 160%eo¢ ‘equal to a god’,
etc.), as well as a limited number of nouns mostly attested in taxonomic language (e.g.
onoBaAcouov ‘juice of the balsamon’, inmonotapog ‘hippopotamus’ lit. ‘horse of the river’,
etc.).

By using compound orientation as a criterion, the bulk of Greek compounds may thus be
divided:

' I am grateful to Daniel Kolligan and Ranjan Sen for corrections and comments.
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Right-oriented Left-oriented
Determinative OKpPOTOALG MRONOTOOG

avaéilog a&10loyog
Verbal 01K0QOPOG PEPEOTKOG
Possessive AevkmAevog ?
Prepositional £QaLhog None

2.1. Left-oriented Bahuvrihis in Greek?

As the above chart shows, it is a matter of debate whether a class of left-oriented bahuvrthis
existed in Greek. While a survey of the standard literature would show that it is common to
use the label ‘reversed bahuvrthis’ to describe a handful of unusual compounds, the question
of whether it is correct to consider them an existing and productive class is rarely posited. An
example of this attitude is the following observation:

(1) Some ancient possessive compounds, since they are fossilised in onomastics, may
have the order modified + modifier which is marginal with respect to the traditional
ordering of bahuvrihi’s of the Aevxinnog type.

(Dubois 2000: 49)

The above sentence conveys the following information: 1) some possessive compounds may
have a reversed order; 2) they are marginal, and 3) they are fossilised in onomastics, hence
they are ancient (or: they are ancient, hence they are fossilised in onomastics — it is not clear to
me what the consequentiality of these statements is).

In this particular article Dubois is not concerned with the origin of the reversed type and
he should not be criticised for not stating whether such ‘ancient possessive compounds’ are an
inherited pattern and whether they are a Greek compositional class in their own right. The
reader interested in these issues, though, will be left with the following doubts: is it to be
assumed that such a ‘fossilised’ type was exclusive of onomastics? Did it once exist in the
non-onomastic lexicon and was lost later on? Is it still possible to find traces of its presence in
the non-onomastic lexicon? Clearly these issues are central ones, and require a more
systematic analysis. In what follows I will consider the alleged instances of adjectival and
substantival ‘reversed’ bahuvrihis (type nodapyog ‘foot-swift’, §4 and type YvpoAéwv ‘heart-
lion’, §5) in early Greek. But first, a few structural considerations are necessary.
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3. Bahuvrihis, ‘Reversed Bahuvrthis’ and Armstrong Compounds in Indo-European
Two main options are given for the formation of a (regular) bahuvrihi in IE languages:*

(2) Noun (Determining) — Noun (Determined): e.g. pododditvloc ‘rose-fingered’, Skt.
raja-putra- ‘having kings as sons’.

(3) Adjective — Noun: e.g. AevkwAevog ‘white-armed’, Skt. ugrd-bahu ‘having powerful
arms’.

In order to form ‘reversed bahuvrihis’, the order of the constituents needs to be reversed. Thus
we would have:

(4) Noun (Determined) — Noun (Determining): e.g. 23vpolémyv ‘lion-heart’? (cf. Risch
1949: 285).

(5) Noun — Adjective: e.g. Skt. putrda-hata- ‘whose sons have been killed’, MWelsh bron-
fraith ‘song-thrush’ < ‘breast-speckled’ (cf. Zimmer 1992: 425); Olr. Barr(f)ind
‘having fair hair’ < ‘hair-fair’ (cf. Uhlich 1993: 108); Gk. ovopakAvtog ‘having a
famous name, famed for the name’.

If we look at the distribution of such ‘reversed bahuvrihis’, we notice that (4) and (5) do not
occur as frequently as (2) and (3). (4) is almost absent from the records of the IE languages
and (5) is productive only in Germanic and Celtic.’

The term ‘reversed bahuvrihi’ is itself of course highly ambiguous. Far from merely
describing the order of the compositional members, it strongly implies that instances of (4)
and (5) represent the inversion of existing bahuvrihi compounds. What at first appears as a
handy name is in fact a statement on the origin and formation of such types. The issue is
overlooked by Zimmer, but explored by Uhlich, who prefers to call instances of (5) Armstrong
compounds. This is a better term, as it uses an existing word as a paradigm of the category and
it avoids the temptation of drawing parallels with another category, namely bahuvrihis.

With the Celtic and Germanic evidence in mind, Uhlich (1997) admits that a number of
Armstrong compounds in these languages might arise from existing bahuvrihis. He argues
though that the inversion of existing bahuvrihis cannot be the source of all the Armstrong
compounds in Celtic and Germanic, nor the origin of the whole category in the parent
language, where such a gratuitous inversion of bahuvrihis would be unjustified. Hence, Uhlich

*1 leave bahuvrihis with a prepositional or adverbial first member (e.g. Vndpyvpog ‘having silver underneath’)
aside, as they are of no importance for the present discussion.

3 The Germanic and Celtic evidence is examined by Zimmer (1992) and Uhlich (1997).
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maintains that Armstrong compounds are better explained as endocentric determinative
compounds with an adjectival second member (i.e. ‘strong with respect to the arms’).

The re-interpretation of adjectival determinative compounds as ‘reversed bahuvrthis’
was only possible when the adjectival second member could be interpreted to refer to the
nominal first member, rather than to an external entity. Thus Armstrong could be interpreted
to mean ‘having strong arms’ (bahuvrihi) instead of ‘strong with respect to the arms’
(endocentric determinative compound). Such semantic reinterpretation later triggered two
other phenomena: that regular bahuvrihis might be interpreted as adjectival determinative
compounds® and that Armstrong compounds might be created through the inversion of
existing bahuvrihis. The latter stage is somewhat productive in Celtic languages and can
account for the formation of a number of Old Irish compounds, although it cannot be held as
the starting point of the whole category.

Adjectival determinative compounds are more common in recently attested IE
languages. The frequency of adjectival determinative compounds in Celtic and Germanic
versus their paucity in the early attested stages of the IE languages is probably due to an
ancient ban on the endocentric compounding with primary adjectives as the second member
(Hoenigswald 1977: 10), which the later attested Celtic and Germanic seem to have fully
overcome: hence the higher number of Armstrong compounds. This ‘trend towards
endocentricity’, as Henry Hoenigswald defined it, is clearly represented by English, where
compounded adjectives are more common and more elaborate than in other languages: cf.
instances such as garden-fresh (as in these flowers are garden-fresh) and girl crazy.

4. Are There Any ‘Reversed Bahuvrihis’ with an Adjectival Second Member in Greek?

The Armstrong pattern proves useful to explain a number of the alleged instances of Greek
‘reversed bahuvrihis’, those with an adjectival second member. Compounds such as noda.pyog
(the name of an ox in Mycenaean, probably ‘white-footed’; and a name for horses and a harpy
in Homer, probably ‘swift-footed’),” otépapyog (in Mycenaean the name of an ox, ‘white-
muzzled’, and later occurring with the meaning of ‘loud-tongued’), ovoudiivtog ‘famous for
the name’ (Homer) and xopvdoiokog ‘with glistening helmet’ (Homer)’ are in fact
compounded adjectives. Their origin is the univerbation of sequences of an accusative of

* In Greek, this would be the case with moSdxng ‘swift-footed’. The compound is a regular bahuvrihi (‘having
speed of feet’), but because of the parallel existence of ®kvRovG, it was semantically interpreted as ‘having fast
feet’ and as if it contained the adjective wxvg in the second member; cf. Meissner (2006: 182-6) and §5 below.

° Hesychius understood néSopyog as corresponding to Agvidmovg ‘white-footed’. This meaning as opposed to
‘swift-footed’ may be appropriate for a horse, although perhaps less appropriate for a harpy. For the semantics
of apyoc cf. Heubeck (1974: 41).

® The second member of kopvdaiodog is quite clearly the adjective aiiddog ‘quick-moving, glittering” and not a
verbal noun from o10Al®, as is erroneously reported in LSJ. otdoAlw is in fact a denominative derived from
aloloc.
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respect and an adjective. The existence of the syntagm kvveg nodoc apyol (lliad 18.578),
which clearly corresponds to ©6So.pyoc, lends further support to this hypothesis.’

Before continuing, I must acknowledge that my use of terms such as ‘syntagms’,
‘separate words’ and ‘univerbations’ consciously bypasses the question of whether Greek
speakers had a notion of ‘word’, and quite superficially focuses on the written representation
of those units which we recognise as ‘words’ from a modern perspective. That the writing
habits of classical Greek made it impossible to discern words in the written language and that
the written evidence must therefore be used with extreme caution has already been argued by
Anna Morpurgo Davies (1987) with her customary acumen and I need not repeat it here.

The underlying syntagms might explain why these formations, but not others, made their
way into the archaic Greek compositional system, which is not prone to adjectival
determinative compounds. In all these syntagms the first word is a third declension noun in
the accusative (otoua, ovouc, xopvdo and, perhaps, also modo, although the Homeric
syntagm has the plural form). In otopapyoc, Todapyog and kopvitaiolog the process leading
from the syntagm to the univerbated form was rather simple: since the final vowel of the first
word and the first vowel of the second word were identical, it is likely that the pronunciation
of such syntagms was e.g. [stom® argos] and this would have triggered their eventual
univerbation. The univerbation of Ovouo xAvtog could also occur without any formal
changes, as an accusative in -o. did not need to lose its ending in order to become a regular
first member, -o- being a very frequent compositional vowel. It was also (and crucially)
problem-free from the point of view of the metre: dovoudxAvtog scans exactly as Ovopor
KAVTOC.

We cannot be sure of when such syntagms became univerbated. In principle,
ovopaxAvtoc might have entered the Homeric diction as two words, which might have
become univerbated at a second stage, without this entailing any changes from the metrical
point of view.® However, [168apyoc (the name of one of Hector’s horses in /. 8.185 and also
said of one of Menelaus’ horses) and ITodapyn (the name of a harpy in /. 16.150 and 19.400)

71t should be mentioned that otéuapyog has an -ng doublet, the name Xtopdpyng attested in Hippocrates. The
latter is better explained by assuming that it is compounded with the unattested neuter noun **10 dpyog
‘swiftness, whiteness’, as Heubeck (1974: 42) and Frisk (1954-72) s.v. évapyng do. Accordingly, ITo8apyog
and Ztopopyoc could be interpreted as Kurznamen from **[loddpyng and Ttoudpyng rather than as
univerbations. Both interpretations are possible (and indeed might have coexisted), as they are the outcome of
two different word-formation processes: regular composition (with subsequent shortening of the name) and
univerbation. However, since the reconstruction of a neuter **10 apyog is tentative and since Homer has two
other compounds (6vopaxAvtoc and kopvdaiodog) which derive from univerbations and follow a pattern that
is productive in other IE languages, the latter seems a better interpretation.

¥ Unfortunately, in the case of dvopdxAvtog (which occurs in the last two feet of the hexameter) it is
impossible to apply any test to verify its status, as the hexameter rules would admit both 6vouo x¥Avtog and
ovoudkAvtoc. When possible, a metrical test may prove very useful. For instance, it is successfully applied by
Hoenigswald (2005) to prove that HAAfomovtog is in fact treated as one word in Homer, as Meister’s Rule
does not allow for a spondaic word end before the fifth dieresis.
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are used as personal names; [T08apyog in particular is unequivocal and cannot be interpreted
as a syntagm in apposition to a noun, as it occurs at the end of lists containing other names for
horses.

In conclusion, forms in -apyog were certainly univerbated when they entered those
particular Homeric lines, which gives us a (vague) terminus ante quem for the transformation
of these syntagms into univerbations. Moreover, we also have the Mycenaean oxen’s names
to-ma-ko and po-da-ko. In principle, since the Mycenaean writing conventions do not give us
any clue as to whether the writings <to-ma-ko> and <po-da-ko> represent a single word (as
the result of a univerbation) or two (e.g. [stom® argos|, [pc')d(a) argos]), one cannot be sure
whether these are names or syntagms identifying the oxen.” However, the Knossos Ch-tablets
bear other examples of oxen’s names, one of which is compounded,'® thus confirming that
<to-ma-ko> and <po-da-ko> are indeed names and therefore, in all probability, also
univerbated.

4.1. Productivity of Armstrong Compounds in Greek

Compounds such as n0da.pyoc never achieve a degree of productivity. This is to be ascribed to
the overall paucity of compounded adjectives in Greek. The most common instances have a
prepositional or negative first member (e.g. émeixedog ‘like’ and 0idpig ‘ignorant’). There
are only a few instances of compounded adjectives showing a substantival first member, for
instance Veoeikelog ‘similar to a god’, yootpipopyoc ‘glutton’, vavsikAvtog ‘famed for
ships’ — the origin of some of these forms, as for nodapyog, is the univerbation of a preceding
syntagm.

Once univerbated, the individual forms become part of the vocabulary, and may trigger
the sporadic creation of compounds with an identical second member, but not to the point that
a large number of adjectives are employed in similar formations. nodopyog (which remains
quite isolated and connected with the names of horses and dogs) and ctopapyog (in classical
Greek with the meaning ‘loud-tongued’) seem to have prompted only two other Armstrong
compounds, both referring to animals: woyopyoc ‘white-rump’'! and ynAopydc ‘with fleet
hoofs’.'* A second member -opyog is also found in the PN KOvopyog, which, according to

 Mycenaean scribes are usually accurate in their separation of words by means of a word-divider. Yet,
omissions occur exactly in set of words that might be interpreted as univerbations (e.g. pa-si-te-o-i) and the
scribes seem at times to ignore word-boundary, as in te-ko-to-na-pe /tekton apés(t)/ vs. te-ko-to-a-pe: cf.
Morpurgo Davies (1987: 268-9 and fn. 12).

' wo-no-go-so ‘having a wine-coloured back’ (KN Ch 897), cf. Heubeck (1974: 40).

" This is used as a name for various types of animals, including antelopes (as in Hdt. 4.192) and water-birds
(Aristot. HA 593°.5).

12 Soph. EL. 861.
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Bechtel (1981: 33), is an adjectival determinative compound meaning ‘swift as a dog’."> As
far as OvoudxAvtog is concerned, apart from occurrences in Homer, Ibycus, Pindar and
Nonnus, this adjective is employed only by scholiasts and grammarians. It might have
triggered the formation of other compounds showing a comparable structure, e.g. toEoxAvTog
‘famous for archery’ (Pindar, Bacchylides).

5. Are There Any ‘Reversed Bahuvrihis’ with a Substantival Second Member in Greek?

We are now better equipped to turn to the question of whether Greek ever possessed real
‘reversed bahuvrihis’. Having ruled out the hypothesis that some of the adjectival compounds
might be understood as such, we are left with a number of words which may be interpreted to
represent an inversion of the bahuvrihi type. In this paper I focus on three Homeric forms.

One of the words liable to the ‘reversed bahuvrihis’ interpretation is the Homeric epithet
Youorémv ‘lion-heart’, which occurs five times in Homer as an epithet of Heracles (/1. 5.639,
Od. 11.267), of Achilles (/. 7.228) and of Odysseus (Od. 4.724 = 4.814), and always in the
accusative YvpoAéovto. The compound is later used exclusively in poetry and appears in
prose texts only when the authors quote the relevant Homeric verses.'* Its structure is peculiar:
it follows one of the semantic patterns typical of bahuvrihis (‘having a X like that of X”), as in
Yeoe1dng ‘having the appearance of a god’ but the order is inversed, as the feature ($vuog)
possessed by the person to whom the epithet refers occurs in the first member rather than in
the second."

A comparable structure features in another Homeric term, modnvepog ‘having feet like
the wind’ (Z/. 2.786 and eight other occurrences in Homer, always as an epithet of Iris), and in
the name of Proteus’ daughter E1dod¢én ‘having the appearance of a goddess’ (Od. 4.366). The
explanation traditionally provided for the two is that they represent the inversion of the
Homeric bahuviihis aeAlomoc and Geoe1dng (cf. Risch 1949: 286, 1974: 213; Schmitt 1972:
348). According to this explanation, the trigger for modnvepoc was the pair
oxvnovc/modwkng. Both compounds are regular bahuvrihis, but the misinterpretation of
nodwkmng as the inversion of ®kVmovg authorised the formation of other reversed forms, and in
particular of modnveuog from ceAlonog. This latter had the same semantics as

' Differently Schmitt (1972: 347), who sees in Kbvapyog the reversed form of an unattested **Apyikvov,
which he reconstructs on the basis of Ved. Rjisvan-.

' See, for example, Plut. Mor. VI.988D, who quotes this adjective together with other expressions comparing
men and animals, some of which are possessive compounds (e.g. Avko@pav and ovpwrddvuog).

' This peculiar compound has not found an adequate treatment in any of the major works concerning Homeric
word-formation, e.g. Bechtel (1914); Leumann (1950). In his article on the Greek determinative compounds,
Risch (1949: 285) considers the interpretation of YvuoAéwv as a ‘reversed bahuvrihi’, although he deems it
dubious. In the Wortbildung the question of whether such a class can be attributed to the Homeric language is
not addressed: JvuoA€wv is tentatively interpreted as the present participle of a denominative verb deriving
from an unattested **%vuoAnc (Risch 1974: 308-9).
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axOnovg/modmknc'® and its first member deAlo- ‘storm’ would have prompted the use of
avepog ‘wind’ in modnvepoc.

Given the artificial character of the Homeric language, the inversion of an existing
compound is of course a likely possibility. However, simply to claim that modnvepog is the
reversed form of aeAAomog would be to formulate an apodictic statement which does not
formally address the central questions. What is the structure of these compounds? What is the
relation between the members? What exactly was the process that lead to their formation?
These questions are crucial, because if modnvepog and Eidoden are the left-oriented
counterparts of existing bahuvrihi compounds, then one would have to conclude that Greek
did indeed possess a number of ‘reversed bahuvrihis’, however artificial their origin might be.
In turn, this would authorise the classification of YvpoA€wv as a left-oriented bahuvrihi tout
court. But is this the only way to interpret these compounds? And should one really wish to
explain their unusual structure by invoking a pattern which does not unambiguously occur in
other IE languages (cf. (4) in §2)? In what follows I consider two possible solutions. The first
is more traditional, but still presents some problems and does not take E1do¢n into account;
the second is more daring, but has the advantage of explaining all three forms with the same
pattern.

6. A Traditional Explanation

I begin with the traditional hypothesis. A way to overcome the label ‘reversed bahuvrihi’
might be to suppose that JvpoAéwv and modnvepoc are in fact regular right-oriented
bahuvrihis in which the first member has a locative meaning: ‘having a lion in the heart’ and
‘having wind in the feet’ respectively. However, this pattern is not established in Homer.
According to the list in Risch (1974: 184), nouns indicating body parts occur frequently in the
second members of bahuvrihis, but never in the first: a pattern ‘having X in X part of the
body’ is unattested in Homer.

Moreover, none of the few compounds tentatively classed by Risch (1974: 186) as
having a locatival first member (e.g. axpoxopog ‘with hair on crown’, uéscovlog ‘inner
court’,'”” dyporvhog ‘dwelling in the field’, and yopaiedvng ‘having the bed on the earth’) is
unequivocal. For instance, there is no need to assume that in axpoxopoc, akpo- has a locative
meaning: it simply determines the second word as in the corresponding syntagm 1 okpr KOun
‘the tip of the hair’. The locative function is a question of translation and appears less obvious
if one adopts a different translation, e.g. ‘having high up hair’. Similarly, the substantive

uéocavrog (1. 17.657) does not mean ‘having a court in the middle’ (Risch himself is

'® Schindler (1986: 397) assumes that the inversion took place starting from an unattested **&vepdmoc. In
another contribution, Schindler (1997: 540) also notes that the interpretation of modwkng as a reversed
bahuvrihi later triggered innwkng ‘having fast horses’ in Bacchylides.

" Interpreted as a bahuvrihi by Risch.
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sceptical about it), but ‘middle of the court’, and derives from the syntagm m péon o0An. The
prepositional first member of compounds such as vroppnvog ‘with a lamb under it” does not
offer a comparable example either, as the locatival meaning is implicit in such prepositions.
The same applies to those adverbs indicating location, such as yopot (cf. yoponedvng
‘sleeping on the ground, having the bed on the ground’, for which a verbal derivation from
gOvGo might also apply)'® and ndAw (cf. maAivopoog ‘going backwards’). In conclusion,
bahuvrihis with a nominal or adjectival first member with a clear locative function do not
seem to be a common pattern in Homer.

The locative interpretation, were one to follow it anyway, might well explain JvpuoAémv
and modnvepog as right-oriented, but not E1do¥¢én (‘having a goddess in appearance’?). Are
we then to conclude that E1801€n is a one-off example, whose odd structure is determined by
its onomastic status? It is of course a fact that in Greek compounded PNs the compositional
members are often exchanged. This might at times explain why some names either make no
sense as normal lexical compounds (Dubois 2000: 41-2; Morpurgo Davies 2000: 18-9)" or
present a peculiar structure.”” In the case of EiSodén the meaning is quite clear and is also
validated by the meaning of the adjective ¥eoe1dnc. The structure however remains
unexplained and in the absence of a more appealing solution it is simply described as an
inversion of the constituent members of the ‘more standard’ Jeoeidnc. To hold this as a
universal principle misleads one into believing that a large number of Greek PNs simply do
not follow any formation pattern other than the inversion of other existing and more
established names. While this is certainly true for a number of Greek compounded names
(including KAeonatpn), it should not be held as a general rule and should not discourage us
from seeking meaningful structural patterns which may justify such apparently ‘reversed’
forms. In turn, this might also cast new light on the formation patterns of the non-onomastic
lexicon.

7. An Alternative Interpretation

The point just raised leads me to investigate another interpretation, which may account for all
of three Homeric compounds within a framework not as foreign to Greek nominal
composition as the ‘reversed bahuvrihi’ model. I suggest that rather than forcing such

'8 Vegas Sansalvador (1991: 149) interprets this compound as a later re-elaboration of an original compound
containing the zero-grade of the word for ‘bed’, which would still be attested in the Elean epithet of Demeter
Xapovn ‘sleeping on the ground’. The second member would have been changed in -gvvng in the Homeric
form in order to maintain its intelligibility. In Xouvvn the first member ‘earth’ would have a locatival meaning.
I owe this reference to Daniel K6lligan.

' Many ‘irrational’ names arise from the wish to combine names which are in the family tradition, which in
turn leads to the use of a popular second member as a sort of suffix devoid of a real meaning, as in the case of
some of the -ttnog names discussed by Dubois.

%% For instance, it would be difficult to interpret KAeondtpn as anything but the reversed form of IatpoxAéng,
to quote just an example.
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compounds to fit the bahuvrihi pattern at all cost, it might be possible to interpret them as
determinative compounds deriving from predicative syntagms. In such syntagms, the
predicate would correspond to the second member of the compound: e.g. ‘X is a lion’ >
-A€éwv. The first member specifies in what sense X is a lion — in the corresponding syntagm,
this function would be covered by the accusative of respect: ‘X is a lion with respect to his
heart’ > dvpo-.*!

If this hypothesis is correct, compounds such as dvpoAéwv would show the same
structure as the Armstrong type discussed above. The only difference between these two types
resides in the fact that in n0da.pyog the second member is adjectival, whereas in Jvpoléwmv it
is substantival. At first, this might prove a problem. While the syntagm xvveg modog apyot
clearly supports the hypothesis that todapyog derives from the univerbation of an accusative
of respect and an adjective, syntagms such as **Jvuov Aéwv are not attested in the Homeric
text. Yet, both evidence from Homer and other Greek authors, and the structure of a number
of Greek personal names lend support to my hypothesis.

The use of the accusative of respect with nouns, albeit less frequent than with adjectives
or verbs, is attested in Greek. Homer has at least one instance in Od. 16.242 (yeipag T°
alyuntny €uevor kol énigpova. BovAny ‘a warrior in strength of hand and wise in counsel’)
and the pattern is also found in later authors, for instance in Aristoph. Pa. 935 (¢coued’
alnlotoy quvol tovg tpomovg ‘we shall be like lambs in our behaviour towards each
other’) and Xen. Hell. 3.3.5 (v kol 10 €1d0¢ veaviokog ‘he was like a youth in appearance’).
But it is Pindar who provides us with the closest parallel, in Isth. 4.47: ufitv & adonné ‘a
fox in skill’. Having ascertained that Greek indeed possessed syntagms formed by an
accusative of respect and a noun, it now ought to be considered whether it might have been
possible for predicative syntagms of this kind to generate the sort of Homeric compounds here
investigated.

7.1. An Excursus into Onomastics

At this stage of the enquiry, it might be best to bring onomastics into the picture, as personal
names often correspond to predicative syntagms. A large number of Greek compounded PNs
are classifiable as determinative compounds: an example is Oe0dwpog ‘god’s gift’. The three
compounds here under scrutiny agree with ©e0dwpog insofar as, according to my own
interpretation, the main idea expressed by their members occurs on the right: E1dodén is
someone who is (like) a goddess (with respect to her appearance), Yvpuolémv is someone who

*! 'While 1 was writing this paper I was pleased to discover that this hypothesis, which 1 formulated
independently, had already been advanced by the late Jochem Schindler at the 1994 Madrid Colloquium of the
Indogermanische Gesellschaft. In the short pre-print version that remains of that paper, he commented ‘Durch
Neubezug auf n6do¢ wxig (Akk. der Beziehung) konnte Homer Jvpo-Aéovt- kreieren’, cf. Schindler (1997:
540).
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is (like) a lion (with respect to the heart), and modnvepoc is someone who is like the wind
(with respect to her feet); just as @e0dwpog is someone who is (like) a gift (from a god).

The links with the onomastic lexicon also concern the compositional members used in
Etdoén and Yvuoréwv. The Lexicon of the Greek Personal Names (www.lgpn.ox.ac.uk)
only records one instance of Eidodeo (Tenos, imperial period), but a second member -Jeoc/
-Uea is very frequent and its productivity need not be discussed here. Suffice it to say that
among these, compounds with a likely determinative structure are not infrequent: e.g.
Aapodeog ‘(like) a god for his people’ (Sicion, 230-20 BC), KaAldta ‘(like) a goddess with
respect to beauty’ (Samos, 4th cent. BC), and KAeo¥eog ‘like a god with respect to fame’
(Tenos, 3rd cent. BC). According to my interpretation, the latter is not merely the inversion of
the bahuvrihi OsoxAfic, but a type of compound in its own right. The Homeric E1d09¢n is
therefore part of a larger onomastic pattern.

As for Qvuoréwmv, it is a determinative compound characterising an individual and
corresponding to the many Greek PNs containing animal names. Side by side with those
which are particularly productive as compounds (e.g. those in -untmoc), there also exist a large
number of non-compounded names that simply use the name of an animal to signify a person:
e.g. Avxov ‘wolf, Adektpvov ‘cock’, Mooyoc ‘young bull’ and, of course, Aéwv ‘lion’.
Masson (1995-1996: 286-7) has convincingly argued that the simplicia do not derive from
compounds as back-formations, but often predate them. Compound PNs include those in
which the name of the animal is preceded by a qualifying member (e.g. AypoAéwv ‘wild lion’,
AewvoAéwv ‘terrible lion’, Opacviémv ‘audacious lion’ and AnuoAéwv ‘like a lion for his
people’)* and those in which it is coupled with another animal name (e.g. ApkoAéwv ‘bear-
lion’ or AvkoAéwv ‘wolf-lion’). Names of the first type are determinative compounds and
their carrier is described as (or wishes to be like) a wild lion or a terrible lion, etc. Names of
the second type are dvandva compounds and their carrier is described as possessing (or
wishing to possess) the virtues (in most likelihood of strength) of both animals (Masson 1988:
174). Such determinative and dvandva compounds derive, again, from predicative syntagms
(‘X is (like) a terrible lion’, ‘X is (like) a wolf and a lion together’, etc.), the same that seem to
give rise to our three Homeric compounds.

Youolémv works perfectly well as a determinative compound characterising a person as
being like a lion.” The first member restricts the field, as it were, in which the given person
resembles the lion: not in appearance, nor in violence, but in his Yvuoc. A first member Svpo-
1s not frequent among Greek PNs, but interestingly when it appears it is often interpretable as
an accusative of respect: cf. @uuocopoc ‘wise with respect to his heart’ (Euboea 4th/3rd cent.
BC), Ouuayodog ‘good with respect to his heart’ (Boeotia 245-40 BC) and perhaps

> The last already attested in Homer: cf. von Kamptz (1982: 93), where Anuoréov is classified as a
determinative compound.

2 All the other non-onomastic compounds in -Aéwv are also determinative, e.g. oivolémv ‘terrible lion’
(Theocritus) and povvoAgwv ‘solitary’ (Anthologia Palatina).
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Ovpovdpoc ‘a man with respect to his heart’ (Euboea 4th/3rd cent. BC). It would be difficult
to consider these names as the reversed counterparts of more frequent specimens as there are
no attested PNis such as ** Zopddvpog.™

Let us now review the data considered so far. The onomastic evidence suggests three
things: 1) that a determinative compound referring to a person is absolutely normal in the
onomastic lexicon; 2) that such a structure derives from the transformation of predicative
syntagms into compounds, and 3) that -$eoc/-Ueac and -Aewv are two common second
members in compounded PNs. This leads us to the formulation of the following hypothesis:
the unusual compounds Yvporémv and Eidoden (itself a PN) follow a determinative structure
which is frequent in the onomastic lexicon. In turn, the two compounds might have influenced
the formation of modnvepoc, for which a convincing onomastic parallel is missing.*

8. Homeric Phraseology and the Accusatives Jvpudv, idoc, and ©6do/nddoc

Having discussed the structure of Jvuoiéwv, Eidodén and modnveuog I now set out to
investigate whether there is internal evidence in the Homeric text which explains their
meaning and justifies their creation. As mentioned above, Homer does not have syntagms
which may have provided the compounds by way of univerbation. This is perhaps not
surprising, given that all of three syntagms would not fit the hexameter for metrical reasons:
Yopudv Aéwv and e1dog ded contain a cretic and nédo/ndSoc Gvepog contain a sequence of
four short syllables. However, a number of elements suggest that such syntagms are possible
in theory and indeed likely to have existed at some point in the Greek language.

e1do¢ and moda/mddoc are among the most common nouns used in Homeric syntagms
containing an accusative of respect. e100¢ is particularly frequent in expressions comparing
two individuals, e.g. Od. 5.217 €18oc dxidvotépn uéyeddc te ‘inferior in appearance and
stature’. noda and mwodog occur with adjectives, including apyog, wxkvg, Toyvg (all meaning
‘fast’), ywAog ‘lame’ (I1. 2.217), aueivov ‘better’ (II. 15.641), aioAog ‘quick’ (ZI. 19.404) and
eloppog ‘nimble’ (Od. 1.164), and also with verbs, in particular in Od. 19.381 oV d€uog
pwvny 1e T0doc T "Odvehi fotkog ‘you resemble Odysseus in body, voice and feet’. Finally,
Youov occurs (often in the so-called ‘accusative of the whole and part’) in association with
verbs of emotion, particularly anger (e.g. /1. 16.616 Jvuov gxwooto ‘grew angry at heart’),
but also cheerfulness (e.g. Od. 23.47 Jvpov tovdne ‘you would be moved to joy in your
heart’) and grief (e.g. II. 5.869 Yvpov ayevwv ‘grieved at heart’). It is therefore possible that

** According to an electronic search of the Lexicon of the Greek Personal Names website (www.lgpn.ox.ac.uk),
there exist nine different personal names endings in -$vpog, two of which are verbal governing compounds, but
none is the reversed form of any of the above PNs in Qupo-. It goes without saying that their absence may also
be due to chance.

> There are no other PNs containing &vepog in Greek, except for [Todfvepog (Argolis, Sth cent. BC; Sparta
394 BC). Bechtel (1917: 563) lists this name among the names deriving from poetic words.
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such accusatives provided material for the first members of compounds, as is well
documented in the case of TOS8apyoc and dvoudakAvtoc.

The Homeric poems also show evidence of a close connection between Juudv, eidog
and n0da/no0dag and the words constituting the second members of the compounds in which
they appear as first members. This is especially evident in the association of the lion with
heroic and warrior virtues in several Iliadic similes.”® In two of these, Svudc plays an
important role:

(6) BT p’ Tuev 0O¢ Te A€V OpeciTpoPog 0¢ T° Emdeung
dnpov £n kpeldv, kEdetan 8¢ € Yupog oynvop
UNA®V TEPNCOVTO Kol £C TUKIVOV dopov eAdely (...)
(...) g pa 10T° avtideov Taprndovo Yopog avijke KTA.

‘He set out to go like a mountain-nurtured lion that has long
Lacked meat, and his proud spirit tells him
To make an attempt on the flocks and go into the compact fold (...)
(...) So did his spirit then urge god-like Sarpedon etc.’
(11. 12.299-301; 307)

(7) TInAetdng & etépmdev évavtiov dpto Aov i (...)
(...) Og "AtAR’ 6tpuve pévog kol Yupog aymvmp
avtiov eAYEpeval peyoAntopog Alveloo

‘And the son of Peleus on the other side rushed against him like a lion (...)
(...) So his fury and proud spirit urged Achilles
To go and face the great-hearted Aenaeas’

(11. 20.164; 174-5)

In these similes, both the lion and the hero are characterised by a ‘heroic Yvuog’ and it is in
relation to the Jvpog that the comparison between man and beast is drawn. This adds a strong
visual background to the hypothesis that JvpoAéwv might mean ‘a lion with respect to his
Youog’ (i.e. with respect to temper, courage and strength) rather than ‘having a lion in his
heart’ (in which dvpo- would simply signify the seat where the unspecified qualities the hero
has in common with the lion reside). The matter is decisively settled by the lines preceding the
Pindaric syntagm pfitiv 8 aAmrng which was mentioned above (§7): tOAuQ yop €lkag
Youov epiPpepetav Inpdv Aeoviov ‘(Melissos) resembling the boldness of loud-roaring
wild lions in his heart’ (1. 4.45-6).

B.g. II. 5.136ff. 12.40ff., 15.629ff., 17.61ff., 24.572.
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The connection between eidoc and deities, especially female ones, is similarly well-
attested. £100¢ occurs in numerous comparisons between mortal women and goddesses,*’ and
is often accompanied by adjectives or verbs indicating resemblance (e.g. Od. 6.16 adoavatnot
UV kol e100¢ opoin ‘(Nausicaa) similar to immortals in stature and appearance’). To have
one’s looks compared to a god or goddess clearly was a much sought-after compliment, and
the name E18oden fittingly expresses the concept in one word.

As far as modnvepog is concerned, it is clear enough that this epithet was created to
describe Iris, a deity characterised by two peculiarities: swiftness of feet (16dag dxéaIpic)
and association with the winds, in particular Zephyrus.® Apart from the other compound
aeA\omoc, Homer never associates Iris’ swiftness with the wind. However, such an
association is used for horses, which, crucially, are among the other Homeric beings
characterised by swift feet (e.g. /1. 10.437: $etewv avépoioty opotot ‘in running similar to the
winds’). Here the infinitive Oetewv covers the same function of the accusative of respect
nodac. The epithet modnvepog therefore might have arisen from a syntagm such as **mo8og
GvELOLGLY Opoin or perhaps **nodoig divepog MC.

In conclusion, several reasons induce us to interpret the Homeric compounds quoted
above as right-oriented determinative compounds deriving from syntagms containing an
accusative of respect and a noun. Firstly, the accusative of respect + noun pattern, although
not common, is attested in Greek and at least once in Homer (Od. 16.242: yelpoc T olyunthv
‘a warrior in strength’), thus providing a reasonable model for the syntagms from which the
compounds would derive. Secondly, although the syntagms I proposed above are never
attested in Homer (probably because of their unfitness for the hexameter), the poems offer
enough comparable syntagms containing the accusatives 1630, €180¢ and Jvpdv in contexts
where avepoc, Yedc/-a and Aéwv also occur. Thirdly, the determinative nature of the PN
E1do¥¢én, whose structure is identical to that of Jvuoléwv and modnvepog, makes their
determinative interpretation very likely. One of the consequences of such interpretation is that
the number of Homeric determinative compounds is in fact not as restricted as traditionally
assumed, e.g. by Risch (1944: 5ff., 1974: 2121f.). By the chronological stage represented by
the Homeric poems, determinative compounds, probably the last compositional category to
arise in Proto-Indo-European, appear to have already acquired a relatively high degree of
productivity.

T E.g. Od. 4.14. Epuidvny, 1| €1doc &xe yxpvoénc Aepoditng ‘Hermione, who had the beauty of golden
Aphrodite’ and the comparison between Calypso and Penelope in the fifth book of the Odyssey, especially Od.
5.212-3 énel ob mag 00 Eotkev Yvntog ddavdtnot déuag ko eidog €pilewv ‘since in no way is it possible
that mortal women should compete with goddesses in form or in stature’.

** In Homer, Zephyrus is the Harpies’ spouse. These are Iris’ sisters and run with the storm-winds (cf. Hes. Th.
268 avéumv mvolfiot kol olwvolg G’ EmovTol OKEING ntepuyesot ‘who on their swift wings keep pace with
the blasts of the winds and the birds’). The first mention of Iris” union with Zephyrus is in Alceus. Iris is also
the personification of the rainbow, itself associated with wind (cf. Emped. fr. 50). Cf. also /. 23.98 and A.R.
4.764 ff.
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9. Conclusion

This paper has suggested a different interpretation for the Homeric forms often described as
‘reversed bahuvrihis’. It has been argued that those compounds which might at first appear to
be ‘reversed bahuvrihis’ can in fact be interpreted as determinative compounds deriving from
syntagms containing an accusative of respect. The accusative of respect + adjective pattern,
which was proposed as one of the sources of Greek ‘Armstrong’ compounds, now appears to
be both better established and mirrored by the accusative of respect + noun construction.
Syntagms such as Jvpov A€wv are the origin of substantival determinative compounds of the
Yoporémv type.
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Sanskrit svamin-, Avestan huuoista- and the Indo-European Root
*seuh;- ‘to impel’

Elizabeth Tucker

1. The Traditional Etymology of Sanskrit svamin- ‘master’

Sanskrit svamin- ‘master’,’ particularly in its nom. sg. form svami, has enjoyed an enormous
popular fortune, far surpassing that of most Sanskrit nouns. Yet in one sense it is an
impoverished Sanskrit noun as its linguistic analysis is not securely established.

A connection with the pronominal adjective sva- ‘one’s own’ appears in the early Indian
grammatical tradition, and the possibility of derivation from svd- < IE *sué-/suod- is mentioned
cautiously in both of Mayrhofer’s Sanskrit etymological dictionaries (1956-80: 111.569; 1986-
2001: 11.797), but svamin- appears as a separate lemma. Wackernagel & Debrunner (1896-
1954: 11.2.776), whom Mayrhofer quotes, suggested that svamin- arose through dissimilation
from *svavin- and that *svavin- was a bye-form of attested svdvant- ‘having one’s own
possession’ (Taittiriya and Maitrayani Samhitas (TS, MS)). The suffixes -vant and -vin are
similarly employed in Old Indo-Aryan (OIA) secondary derivation, and a number of such
doublets are attested, but an exact parallel for a dissimilation *svavin- > svamin- is lacking.” A
further difficulty is raised by the long vowel -a-, since in the case of svavant- there is no
evidence at all for any variation in vowel quantity, even though it is attested in the Taittiriva
Samhita, which, according to Bloomfield & Edgerton (1930-34: 11.229), favours long quantity
in -vant and -vin derivatives where there is fluctuation.’

The problem of this long -a- was taken seriously by one or two scholars, notably
Uhlenbeck (1909: 146) who explained svamin- as a secondary derivative in -in from a
compound *svama- (svd- + dma-) ‘Selbst-Macht® (‘self-power’), comparing the semantics of

" This paper was presented at the 17" Annual Indo-European Conference at UCLA in October 2005. I am
grateful to the Faculty of Oriental Studies, Oxford, for paying my air-fare to LA, and to other participants at the
conference, especially Birgit Olsen, Calvert Watkins and Ilya Yakubovich, for their comments. I also thank
Almut Hintze for reading the first draft of a paper on this subject. Above all I am indebted to Nicholas Sims-
Williams for encouragement in 2004 to argue my case for a connection between Avestan huuodista- and Skt.
svamin-.

A joint article whose second part contains a revised version of this paper will be published in due course. In the
first part Nicholas Sims-Williams will discuss in detail the Iranian forms related to Avestan huuoista-, and
present some new evidence in the context of an examination of Bactrian comparative and superlative
formations.

? There is only one other possible case in OIA where -min might replace an earlier suffix -vin: vagvin-
Atharvaveda Saunaka Samhita (AVS) 5.20.11, vagmin- Satapatha Brahmana (SB) 10.3.3.1. But the
phonological environment is not exactly the same, and it is in any case more likely that two separate words
with different meanings are involved, cf. Tucker (2002: 278).

3 No cases of vowel lengthening before -mant and -min are recorded.
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Gk. owtoxpotmp ‘one’s own master’. Mayrhofer’s objection that Indo-Iranian (IIr.) *dma-
means ‘Angriffskraft’ (‘aggressive strength’) has some cogency but is not decisive as in
derivatives such as Vedic dmavant-, Av. amauuant- the sense of aggression is not very
prominent. A more serious difficulty is the fact that Uhlenbeck’s theory demands a basic
Tatpurusa compound, whereas *svama- is more likely itself to have been employed as a
Bahuvrihi ‘having one’s own dma-’, and it is hard to see why a secondary derivative in -in
should have been needed to express this meaning.”

2. Avestan huuoista-

This paper will suggest a new analysis for svamin-, which has nothing to do with svd-‘one’s
own’, but is based on a comparison with the Avestan superlative adjective huuoista- ‘eldest,
most senior’. The meaning (Bartholomae 1904: 1856 ‘der dlteste’) is confirmed by the fact
that in two out of the three Younger Avestan passages where this superlative occurs, its
antonym is yoista- ‘youngest’ (cf. RV yavistha-), e.g.:

(1) ko nmanahe aBaurunam paraiiat? yo asai barajgstomo huuoisto va yoisto va.
‘Who of the household should go forth to the priesthood? He who is most welcoming
to truth, either the eldest or the youngest.’
(Hérbedestan 1 = Bartholomae (1904) N 1; text after Kotwal & Kreyenbroek
1992-2003:1.26)

The third occurrence (Néerangistan 40 = Bartholomae (1904) N 58) is in an incomplete and
obscure sentence, and so one of the meanings given by Bartholomae, ‘der wertvollste’ (‘the
most valuable’), is less secure.

It has been recognized for some time that YAv. huuoista- has cognates in Middle
Iranian, such as Manichaean Sogdian xwystr ‘superior, chief’, xwystk ‘teacher’ (in both these
cases the original superlative has received additional suffixes), and Khotanese hvdasta- ‘best,
chief, preeminent’ (Bailey 1979: 507). The diphthong of huuodista- could be variously
explained, but Khotanese Avdasta- points to a root in long -a-, as seen by Bailey and accepted
by Skjerve (1997).°

If Av. huuodista- is to be connected with an Iranian root *Ava-, what is this root?
Bartholomae suggested that it is a form of Ai- (hav-) ‘to impel’, cognate with Skt. si- < IE
*suh,-, the root of suvdti, Savitar, etc. His proposed semantic development ‘best at impelling’

* A pleonastic use of -in does occur very occasionally in early Bahuvrihis, e.g. Rig Veda (RV) amitra- ‘with no
alliance, an enemy’ (x35), amitrin- (x1), but the primary a-stem is normally attested alongside.

> hvasta- does not, of course, directly continue the Old Iranian superlative seen in Av. huudista-. In the future
joint publication referred to in footnote 1, Nicholas Sims-Williams will explain the vocalism of Khotanese
hvasta- via the analogy of the corresponding comparative *hva-yah-: cf. Manichaecan Middle Persian pr’yst
[frayist] ‘most’ which shows the same vocalism as pr’y / fir’y [fray] ‘more’ in contrast to that of Av. fraésta-.
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— ‘most authoritative, eldest’ has a striking parallel within IIr. in RV jyéstha-, a superlative
based on the root jya- ‘to overpower, coerce’ (3sg pres. jindati, cf. Av. zinat, OP adind). Here
an original sense ‘best at overpowering’ led to ‘most important, eldest’, the opposite of
kanistha- ‘least, youngest’ (cf. the contrasting comparatives jyayas-/kaniyas- at RV 7.20.7,
7.32.24, 7.86.6). huuoista- could have become the antonym of yoista-, the inherited word for
‘youngest’ in Avestan, via a similar route.

On the other hand, the root form *hva- appears at first sight more problematic, because
derivatives from the inherited root ‘to impel’ are much more plentiful in OIA than Iranian and
all the OIA evidence points to a State I full-grade *seuh,- (sava- m. ‘impulse’, savitar- m.
‘impeller, (god) Savitar-’, sdviman- n. ‘impulsion, incitement’, intensive present sosaviti
‘repeatedly incites’ -is-aorist asavit ‘impelled’, etc.). However, the theoretical possibility of a
State 11 full-grade *sueh,- finds support from the forms made by a root of similar shape, *dii-
< *duh,-, the root seen in Ilr. *dird- ‘far’. Here Vedic shows a State I full-grade superlative
davistha- (comparative ddviyas-), whereas Old Persian has an adverbially used form
duvaistam ‘very far off’ (Darius Persepolis e23) built on the State II full-grade *dueh,-,
which also appears in Arm. erkar, Gk. dnpdg, dnv. If YAv. dbéista- means ‘farthest’,’® it
represents the same Old Iranian superlative and its morphology is identical to that of OP
duvaistam (< *dvaH-ista-). In any case, we have evidence that Old Iranian preserved archaic
superlatives in -i§ta- built on inherited State II full-grades.” Hence Bartholomae’s derivation
of Av. huuoista- from a full-grade hva- (*hvaH-) of hii- is likely to be correct.

3. The Earliest Evidence for svamin- in OIA

The rest of this paper will argue that the same inherited State II full-grade *sueh,- (> Ilr.
*svaH- > OIA sva-) from the root ‘to impel’ can provide an explanation for the Skt. noun
svamin-.

As svamin- does not occur in the Vedic Sambhitas its early history has received relatively
little attention, but nevertheless there is evidence to suggest how the meaning of this word
may have developed. What is possibly the earliest documented occurrence does not provide
much useful information, as it is as a mantra variant in the Taittiriya Brahmana (TB):

% The most likely meaning for this hapax at Herbedestan 9,6 (= Bartholomae N 3), cf. Hoffmann & Forssman
(1996: 87), who follow Bartholomae’s later explanation. The only doubt is because db- < *du- is not the normal
development expected for YAv., but it is for OAv., except for the lack of (late recitational) epenthesis (cf. OAv.
daibisanti: Vedic dvisanti).

7 Forssman (2004: 137) has recently drawn attention to the case of another root (préstha-, prayas-, etc., versus
nipriyayate) where OIA may have eliminated inherited State II full-grades in a range of derivatives.
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(2) agnisriyo maruto visvakrstayah
a tvesam ugrdam dva imahe vaydm
té svamino rudriyd varsanirnijah
simhd nd hesdkratavah sudanavah

‘The Maruts, shining fire, belonging to all peoples — we pray for their strong energy —
those masters, children of Rudra, who have rain as their clothes, like lions whose
intent is harm, possessing good streams.’

(TB 2.7.12.4)

The corresponding pada in RV 3.26.6 has svanino rudriya ‘noisy children of Rudra’,
obviously an appropriate description for the Maruts, who are gods of the thunderstorm. 7B
svamino could represent a genuinely ancient variant, but as the mantra only occurs in these
two Vedic texts, it is impossible to tell.

The next earliest evidence comes from three Srauta Siitras belonging to different Vedas:
Latyayana (LatySS), Katyayana (KatSS), and Apastamba (ApSS), 6 attestations in total. Here
the word svamin- is only applied to humans, viz., the master of the sacrifice who hopes to gain
if the sacrifice is correctly performed, e.g.:

(3) svamino ‘gner devatayah sabdat karmanah pratisedhacca pratinidhir nivrttah
‘In the case of the master, the fire, the divinity, the word and the prohibition of a ritual
action, substitution is forbidden.’
(ApSS 24.4.1)

(4) svami phalayogat
‘The master (cannot be changed) because of his connection with the fruits (of the
sacrifice).’
(KatSS 1.6.9)

(5) svamino hi sarve sattresu tesam pratigrahanam na vidyate
‘Because all (the priests) are masters in the sattras there is no remuneration for them.’

(LatySS 10.17.17)

A comparison between (5) and KatSS 12.1.8 yajamanah sarve sattresu ‘In the sattras all (the
priests) are sacrificers’ shows that in such texts svamin- is a synonym of the much more
frequent yajamana- ‘sacrificer’. But the use of the word svamin- in the context of the
prohibitions against substitution in (3) and (4) has more point if it indicates the person who
instigates or authorizes the sacrifice rather than merely ‘one who has his own possession’, i.e.
‘a householder’.
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A sense ‘owner’, in particular ‘legal owner’, predominates in the Dharmasiitras and
Dharmasastras. Yet it is not the only sense in the three Dharmasiitra passages. At Apastamba
2.28.6-7 the svamin- is the owner of cattle who have wandered, at Baudhayana 3.2.2 the
owner of fallow land, but at Ap. 2.3.10 he is the boss of the cook who prepares food for a
domestic rite. Then in the Manava Dharmasastra (MDS'), for instance, svamin- occurs 14
times (12 of the 14 examples being in Book 8) and typically it refers to the owner of livestock
as opposed to the herdsman, pala- (8.45, 230, 233, 244). However, in 3 passages it is a person
in authority, a commander or ruler:

(6) balasya svaminascaiva sthitih karyasya siddhaye
‘The army and its master stop (in different places?) for the success of the
undertaking.”®
(MDS 7.167)

(7) tasmad yama iva svami svayam hitvd priyapriye
varteta yamyaya vrttya jitakrodho jitendriyah

‘Therefore like Yama the master (= r@jan- ‘king’ in 8.172) should disregard his own
likes and dislikes (and) he should behave in a Yama-like fashion, with his anger
subdued (and) his senses subdued.’

(MDS 8.173)

The third such passage (MDS 9.294) catalogues the seven elements which make a complete
kingdom and the first two are svamyamatyau ‘the king and the minister’ (‘lord, official’, cf.
Olivelle 2005: 205). Also, on close examination other passages of Manu may combine the
meaning ‘someone who has authority over, who authorizes’ with ‘legal owner’, for example
8.293, where the svamin- is the owner of a vehicle who is liable to pay a fine if he authorizes
an incompetent driver and injury results.

A comparison of this evidence with that of the Srauta Siitras suggests that the original
meaning of svamin- was ‘instigator, authorizer’ and that ‘legal owner’ could represent a
secondary development from ‘authorizer, one with authority over’.

It is notable that Panini glosses svamin- in terms of authority or lordship (aisvarya-):

(8) svaminnaisvarye
‘The (irregular) stem svamin (is used) in the sense “lord”.’
(Astadhyayt 5.2.126)

Furthermore, there may be some support for this hypothesis from Pali. The frequent sense
‘husband’ of samika- in Canonical Pali could be explained via the same sort of semantic

¥ The exact nature of the stratagem referred to here is not certain, and the whole verse has been variously
interpreted, cf. Olivelle (2005: 163 and 301).
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development which must have occurred at a prehistoric date in Skt. pdti-, Gk. mocig. In
addition,” sami occurs as a form of address to a king or minister (Vin. I, 74; 241), and in the
compound nagarassami ‘ruler of a city’ (in a simile, S IV, 194ff.). Perhaps, most interestingly,
the Buddha himself is called dhammassami in the Suttanipata (Sn 83) which is usually
translated ‘lord/master of the doctrine’, but could refer to his role as an instigator (cf. S III,
66).'"

4. svavant-

On the other hand, svavant-, which Wackernagel and Debrunner compared, only ever means
literally ‘possessing one’s own thing, endowed with one’s own possession’, €.g.:

(9) yo va adhvaryoh svam véda svavan eva bhavati
‘He who knows the Adhvaryu’s own possession becomes endowed with his own
possession.’
(7§3.1.2.3)

(10) bahv dsya svam bhdvati nd svacchidyate vayavyam alabhydsravayati svavan evd
bhavati
‘His own possession becomes much, he is not separated from his own possession,
taking the Vayu cup he recites, so he becomes endowed with his own possession.’
(MS 4.5.6)

Here the connection with sva- is obvious, and its use is quite different from that of svamin-.

5. Morphology of svamin-

If svamin- is built on a full-grade *sva- from the Ilr. root *siz- ‘to impel’, two morphological
analyses appear possible:

(1) A secondary derivative in -in from an action noun *svama- (*sva-ma-) ‘act of
impelling, impulsion’.

? I am indebted to Lance Cousins for all this information. However, he also points out that the traditional Indian
derivation from sva- may be alluded to at Majjhima Nikaya 1366: samino hi, bhante, sani haranti ti (about
repossession of loaned valuables).

' This comparison of passages was made by Lance Cousins in an e-mail dated 30/11/05: S III 66: tathdgato...
anuppannassa maggassa uppadeta...; magganuga ca... etarahi savaka viharanti pacchasamanndagata. ‘The
Tathagata... is the arouser of a way which had not arisen...; and disciples now who follow the way dwell as
subsequent possessors’.
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cf. bhamin- ‘radiant, shining’: bhama- m. ‘radiance, brightness’;
susmin- ‘vehement’: Susma- m. ‘vehemence’, etc.
(Wackernagel & Debrunner 1896-1954: 11.776)

(ii) An old agent noun *svami- (*sva-mi-) ‘impeller’ remodelled as a stem in -in.

cf. d@rmi- m. ‘wave’: acc. sg. irminam RV 9.98.6

tuvikitrmi- ‘moving strongly(?)’: voc. sg. tuvikiirmin RV 8.6.12

kiri- m. ‘singer, poet’: gen. sg. kirinas RV 5.52.12

RV pasurdksi- ‘herdsman’ (nom. sg. pasurdksih 6.49.12): MDS pasuraksin-
(Wackernagel & Debrunner 1896-1954: 1i.350 and 776)

Although (1) appears at first sight the most obvious analysis, there is an obstacle in that there
is no trace at any date of a primary action noun *svama-. From MDS onwards svamya- n. or
svamitva- n. is employed in the sense ‘mastership, ownership’.

(1) is not a very frequent source of OIA stems in -in, but it continues to be marginally
productive right up to Epic Sanskrit (cf. Oberlies 2003: 85-86). The path for remodelling as a
stem in -in was via the instr. sg. -in@, and masculine i-stems which designated people appear
to have been most susceptible to this process. Although OIA -in was fundamentally a suffix
used to build secondary adjectives, from an early date many such formations were employed
as substantives referring to animate beings (e.g. asvin- ‘horseman’, vajin- ‘racer’, cf.
Wackernagel & Debrunner 1896-1954: 11,2.332-41). Hence original *svami- ‘impeller,
instigator’ could easily have been accommodated in this class.

6. Reconstruction of *svami- m. ‘impeller’

A reconstruction *svami- is also preferable because it fits into an archaic Indo-Iranian pattern
of word-formation that is found for another inherited root in -a.

Old Avestan has a noun dami- (dgmi-) built with suffix -mi from the inherited root da-
(< IE *d"eh,- and IE *deh,-). It functions as a nomen agentis in Gathic passages such as Yasna
(V) 31,7-8; 44,4; 45,7; 51,10, and is usually translated ‘creator’, referring to Ahura Mazda.
From the same root (or rather two diachronic roots) the RV attests the superlatives dhéstha-
and déstha-, which are applied to deities such as Indra and Agni (RV 1.170.5, 4.41.3, 7.93.1,
8.66.6). It has often been observed that this type of superlative in -istha- derived directly from
the root supplies a sort of elative nomen agentis. Thus Vedic *svami(n)- and Avestan
huudista- could continue a parallel pair of prehistoric Ilr. formations:

(11) OAv. dami-/dgmi- m. ‘creator’: RV d(h)éstha- ‘best at bestowing/giving’ from *d(h)a-

(12) OIA *svami- ‘impeller’: YAv. huudista- ‘best at impelling, most authoritative’ from
*sva-
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The absence of *svami- from the earliest Vedic texts might be explained by the fact that it was
replaced in its function as a divine appellative by savitdr-, an agent noun built with the
productive suffix -tar, just as OAv. dami- was largely, though not entirely, replaced by datar-
in YAv. By the time the demoted nomen agentis surfaces in the texts of the Kalpasiitra period
it is applied to human ‘impellers’ or ‘authorizers’, and the remodelling to the more frequent
type of masculine stems in -in is complete.

It might be objected to the parallel proposed above that the full-grade root seen in
Avestan dami-/dgmi- should be explained via the specifically Iranian process of full-grade
restitution (found in some forms from root da@- where weak-grade was inherited, such as Av.
and OP past pass. pple. data-), and that Gk. 9€u1c shows the most ancient root gradation for a
stem in *-mi. It is true that many of this small unproductive class of Ilr. nouns have a weak-
grade root (RV bhiimi- ., Av. biimi- f. ‘earth’; RV armi- m., Av. varami- . “wave’; RV jami-
adj. ‘related” (< *gnh,-mi-)), but the accentuation of RV bhiimi- and the vocalism of rasmi- m.
‘ray’'" suggest that in at least some inflectional forms from stems in -mi the accent originally
fell on the root. Hence *svami- could have been generalised from an Ilr. kinetic paradigm with
an alternation *svami-/*siamdi-.

7. Postscript: *suh,- ‘to impel’ and its Present Stems in Indo-Iranian

In conclusion it is worth pointing out that the above reconstruction of full-grade forms
showing Schwebeablaut *seuh,- and *sueh,- for the inherited root in Indo-Iranian might have
some relevance for the diachronic problems raised by the various stems attested for the Ilr.
verb ‘to impel’. A great range of stems are attested in Vedic literature,'” but the discussion
here will be limited to a few issues to do with the Ilr. prehistory of this verb.

For OIA the earliest attested transitive present is suvati (RV+), whereas OAv. possesses a
twice attested nasal present hunditi (Y 31,15), huugnmahi-ca (Y 35,5). Narten (1986: 110) has
pointed out that these two present stems have similar meanings and syntax, and are employed
in parallel expressions in both the OIA and Old Iranian traditions:

(13) devébhyo... amrtatvam suvasi
“You assign immortality to the gods.’
(RV4.54.2)

! The parallel Vedic stems in -man, bhitman- n. ‘earth’ and rasmdn- m. ‘ray’, which show similar accentuation
and root vocalism, are likely to be secondary to the stems in -mi, as they are built with a productive suffix.
rasman- only occurs once in the RV (compared with rasmi- 72 times) and bhitman- has no counterpart in Old
Iranian.

'2 A full catalogue of forms is given by Gotd (1991: 692-97). I am grateful to Agnes Korn for helping me to
obtain a copy of this article. Forms from the root *si- ‘to impel’ clearly have to be kept apart from those
belonging to the homophonous root ‘to give birth’ in both OIA and Old Iranian.
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(14) ya draguuaite xsaBram hunditt
‘Who assigns power to the Lie-follower.’
(Y31.15)

But why does the verb’s morphology differ in the two branches of Indo-Iranian? The RV
present suvdti has often been considered an inheritance because it has been directly compared
to YAv. aifisuuat ‘impelled’ (Vidévdat 2.10, 14, 18), Hitt. Suwe- ‘push’ (Su-u-iz-zi KBo VI 2,
IV 48, etc.), and Old Irish soid (cf. Narten 1986: 110, ftn. 97; Goto 1991: 697; Mayrhofer
1986-2001: iii.715).

However, the supposed support from Younger Avestan is based on Bailey’s explanation
(1971: 219-24) of a single difficult Vidévdat form, aifisuuat, which does not certainly belong
with the IIr. root *sii- ‘to impel’."® The argument for an inherited weak-grade thematic present
rests on the comparisons from Hittite and Old Irish, and in both these cases derivation from an
inherited IE present *suh,-e/o- is not the only possibility."

From an IIr. perspective it is more likely that suvati, like most OIA tudati-type presents,
has arisen via thematicization of an earlier athematic root formation (cf. Rix 2001: 538-9). As
the verb in question is transitive (as shown by (13) above), the OAv. stem characterized by
nasal infixation could represent the oldest present. In this case, it would be expected that the
athematic root would have functioned as an aorist stem. But in Vedic an s-aorist is attested
from RV~ (asavit, asavisur). However, this could represent an OIA replacement of an
inherited root aorist, and it becomes easier to understand why the root aorist was replaced if it
showed an ablaut alternation involving a State II full-grade *d-svat/*d-suvan, as this would
have been completely unparalleled in OIA." In other words, the inherited tense stems could
be reconstructed according to the canonical pattern of nasal present versus root aorist:

(15) Nasal present *sunéh,-ti/ *sunh,-6nti cf. *plnéh,-ti (> prnati “fills’)
(16) Root aorist *é-sueh,-t/*é-suh,-ont ct. *é-pleh,-t (> aprat ‘filled”)

The regular phonological development of root aorist *é-sueh,-t/*é-suh,-ont would have been
OIA *asvat/*asuvan. A remodelling based on the 3pl could have led to a thematic paradigm
dasuvat/asuvan, which was then reinterpreted as a present stem because of the frequent use of

B Kellens (1984: 105, 107), following Hoffmann, emended to aifisauuat ‘set in motion’; in a recent
reconsideration of the whole Vidévdat 2 passage Sims-Williams (2001: 335) has proposed that aiffisuuat means
‘pricked’, and represents a verb cognate with the accompanying instr. sufriia ‘with a goad’.

' Hitt. Suwe- may be built with the productive Anatolian deverbative suffix -ya- and continue *su/k,-ye-
according to Melchert (1984: 16). The Celtic forms probably represent a simple thematic stem, but the
thematicization is not necessarily of IE date.

' If an athematic present OIA *sdviti/*suvdnti is reconstructed, it is less easy to understand why it would have
been remodelled to a thematic present at a prehistoric date, since its ablaut pattern would have been identical to
that of the common verb of speaking braviti/bruvanti.
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imperative and subjunctive forms (suvd RV x9, suvati RV x4), whose morphology was
ambiguous. Hence the present indicative suvati could be a relatively new creation in the RV
which was seized upon by poets such as Vamadeva, the author of 4.53-54, because of the
opportunity it afforded for alliteration with the name of Savitar and the cognate noun sava-.

In short, the State II full-grade from the inherited root *sii-, which, it was argued above,
appears in svamin- and huudista-, may once also have existed in the verb'®. Remodellings
which were a consequence of the elimination of the full-grade *sva@- may provide an
explanation for the morphological differences between the present stems in OIA and Old
Iranian, and, as is often the case in morphology, Old Avestan appears to have been more
conservative than Vedic.
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Unholy Diseases,

or why Agamemnon and Tuthaliya should not have offended the gods
An Inaugural Lecture delivered before the University of Oxford on 12 May 2005

Andreas Willi

Mr. Vice-Chancellor, ladies and gentlemen,

Ziplantawiya was an unpleasant person. At least that is what Tuthaliya thought about
her. And he was in a position to know, for he was her brother. Apart from that, he was King of
the Hittite Empire, and, as usual, busy defending his power and lordship over Anatolia,
against envious Western and Eastern neighbours. At one point, for instance, no less than
twenty-two countries in the West, reaching as far as the Aegean Sea, banded together to form
an anti-Hittite alliance: [L]ugga, Kispuwa, Unaliya, Dura, Halluwa, Huwallusiya, Karakisa,
Dunda, Adadura etc. etc. — ending with two countries all of you know: Wilusiya and Taruisa,
Ilion and Troy." So Tuthaliya did have things enough to worry about, even without
Ziplantawiya, his sister. But then: the imperial troubles and his sister’s machinations, were
they really unrelated? Hardly so. When things were not going well, one thing was reasonably
clear: the gods were not pleased. But why should they be upset? Most definitely, Tuthaliya
would not have been amused had he read the title of my lecture today: “I should have
offended the gods?! No, certainly not. If anything, it’s all Ziplantawiya’s fault! Cherchez la
femme!”

What had Ziplantawiya done? She had bewitched him and, even worse, she had told
slanderous things about the king and his wife and his children. And not just to anyone: she had
told these things to the Sun-God of the Blood and to the Weather-God! No wonder if
Tuthaliya had lost the favour of these divinities. For there was no doubt about that: witness the
decline of his well-being. Something had to be done — a ritual. Duly recorded in every detail
of course, for ritual records were to the Hittite empire what the grey Examination Rules book
1s to Oxford University. All the prayers to the Sun-God of the Blood and the Weather-God are
included, the amount of fat and honey used is included, the number of cups and jugs involved
is included (5 + 2), the small dog to be sacrificed is mentioned. The record survives, and that
is why we know about Tuthaliya’s problems and Ziplantawiya’s evil tongue.”

" For the historical context of this early-fourteenth-century Western alliance against Tuthaliya I/II see e.g.
Bryce (1998: 133-7). There is no textual evidence to suggest that there was a particular connection between the
above-mentioned ‘Assuwan confederacy’ and the internal problems with Ziplantawiya.

* The text is edited in Szab6 (1971); on the story to be inferred from KBo XV 10 I 13-21 see Szabo (1971: 88):
‘Der Zweck des Rituals [...] besteht darin, den Zorn der Gotter den Opfermandanten gegeniiber zu beséinftigen,
diese vom Zauber zu befreien und den Zauber auf seine Urheberin zuriickfallen zu lassen.’
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Two hundred years later, once again trouble in Troy. The campaign had not gone all that
well for Agamemnon, the commander of the Greeks. Ten years of war, no real victory. And
now this plague all over the army. No doubt because he had been a bit harsh towards Chryses,
a local priest of Apollo who had asked him to accept a ransom for the return of his good-
looking daughter whom Agamemnon held as a captive. Of course, he had suspected that
Chryses would call upon Apollo, to take revenge. But he had not foreseen that the revenge
might be so quick and so devastating, that Apollo might shoot his arrows of disease so
precisely, that so many pyres might have to be set up to burn the corpses of the Greeks who
died of the plague. But perhaps the worst thing was this: unlike Tuthaliya, he had no evil sister
to blame. In the dark corners of his mind, Agamemnon knew that it was all Ais fault, that he
had offended the gods. And the consequences of it were going to fill an entire epic, the //iad.

You may wonder where comparative philology comes into all of this. And where is the
link between Tuthaliya and Agamemnon, the link between Anatolia and Greece? Although in
one sense, even to ask this question may be preposterous, here in Oxford. For over thirty years
my predecessor Anna Morpurgo Davies has acted here as a go-between between Greece, more
precisely: Agamemnon’s Greece of the Mycenaean Age, and Anatolia — though there perhaps
more on the side of Tuthaliya’s enemy: the Luwians. Nevertheless, I have no doubt that even
Tuthaliya, presumably not the easiest man to please, would have been pleased with her, and
felt inspired by her: not just because I do not know of anyone who wasn’t and isn’t, but also
because, after all, it was Anna Davies who pointed out some years ago that one of those
annoying Luwian kings in the West was called as he should be: ‘Donkey’.> My gratitude, of
course, is of a different and much more existential kind: having been taught by Anna Davies, |
was shown how a passion for the ancient world, for its people and languages, can and should
combine with both academic rigour and a deep sense of kindness and humanity. And I know
that without this source of inspiration I would not stand here today, taking over a legacy
compared to which I sometimes feel like an undeserving Luwian king who may deserve to be
called ‘Donkey’.

But let us move back to our commanders-in-chief campaigning against Troy, at different
times and from different directions: Agamemnon and Tuthaliya. Again: what do they have to
do with comparative philology? Pathology, yes, pathology might connect the two — if only we
knew what precisely Tuthaliya was suffering from: but the Hittite text does not tell us whether
the Sun-God of the Blood and the Weather-God employed the same methods of punishment as
Homer’s Apollo. But what about philology, a discipline that should be dealing with the history
of language and words rather than commanders-in-chief and illnesses?

Alright then, we will stick to the word. The Greek word for ‘illness’ to be precise:
vococ. According to Homer, it is a vococ Apollo sends upon the Greek army to punish
Agamemnon’s misbehaviour. And vococ is one of those words many people know even if

3 Cf. Morpurgo Davies & Hawkins (1998).
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they don’t know Greek: from high-flown English terms like nosology, ‘the science of
illnesses’, or nosography, ‘the description of illnesses’. But what does vocog really mean?
That is a question a comparative philologist should be dealing with, not Ziplantawiya’s gossip.

And philologists have in fact tried to deal with it, tried to explain the origin of the word
vbooc.! But with limited success. Some have thought there might be an etymological link with
véopon ‘to come home’, but you do not have to be a philologist to see a certain semantic
mismatch between ‘illnesses’ and ‘homecomings’ — quite apart from the fact that the
phonology does not work very well. Others have etymologized the word as meaning ‘rocking
the nose’, which again you may find unconvincing: or did your nose ever rock when you felt
ill? Finally, the most recent attempt has been to connect vococ with a Greek word for
‘corpse’, vexpog, and a Latin word for ‘to kill’, necare, both containing a root *nek-/*nok- ‘to
kill’. But again the phonology does not really work: the laws of Greek phonology would
predict the word to come out as *voccog or the like. Apart from that, already the great
comparative philologist Karl Brugmann, one of the founding-fathers of the discipline, has
shown that vocog generally designates any form of ‘disruption of the psychological
equilibrium and of well-being’;’ and I at least find that your well-being has to be seriously
disrupted before you are justified to call it a ‘killing’. So it is fair to say that the etymological
source of the word vocog ‘illness’ remains to be found. Ideally this afternoon, while Tuthaliya
and Agamemnon are suffering. And I’'m afraid you may even have to suffer with them for a
minute or two while things become a bit technical — but did you expect there was going to be
only Ziplantawiya’s gossip in a lecture on comparative philology?

Those of you who have ever been interested in Greek historical phonology may know
that whenever we find a consonant -s- between two vowels in any Greek word — in words like
vooog for instance —, then we must reconstruct something more complicated than a simple
*-s- for the original form in Proto-Greek, from which the word derives; for a simple Proto-
Greek *-s- between vowels would have been lost without a trace. But there were some
consonant clusters which were simplified so as to give new simple -s-’s between vowels in
historical Greek. All the etymological ideas I have briefly mentioned before reconstruct some
such cluster: *nokios, *nortsuos, *nod'suos have all been suggested. In addition, the
etymologist has to take into account one further point: that vocog is the form of the word only
in the Attic dialect of Greek. In the Ionic dialect of Homer, for instance, the lexeme is vovcog
with a long first vowel. This dialectal difference implies that perhaps the consonant cluster in
the proto-form of vocog was not all that complicated; and that what we should reconstruct is
simply *nosuos with just one additional consonant, a [w] which was regularly lost in historical

* See Prellwitz (1905: 316) for the connection with véopon, Thieme (1984: 370-1) for ‘die Nase
erschiitternd/schiittelnd’, and Meier-Briigger (1990) for the connection with *nek- (after Curtius 1878 and
Szemerényi 1979). Further problematic suggestions are made by Brugmann (1897; 1911: 363-5) and Peters
(1988-90: 690v).

> Brugmann (1911: 363).
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Greek. In some dialects like Attic [w] was lost without a trace, and in other dialects, like
Homer’s Ionic, a preceding vowel was lengthened to make up for the loss of [w]. So I suggest
that the etymon of historical vocog is *nosuos. (And at this point I must open a short
parenthesis because I can see how my colleagues are frowning inwardly, ready to tell the Sun-
God of the Blood slanderous things about me. They must be thinking of what is taught in our
introductory classes on Greek phonology: a consonant group *su is lost in Greek. So even a
first-year undergraduate should know that nosos cannot derive from *nosuos! I must confess 1
slightly revised this doctrine when I taught the class earlier this year. I think there is sufficient
evidence to suggest that *sy did not always get lost, but that it did develop into -s- under
certain circumstances, notably after the accent. The Greek word for ‘equal’, Attic 1coc, lonic
icoc, provides a good parallel; and what could be better in historical phonology than
developments being equal to words meaning ‘equal’?)°

Of course, there wouldn’t be much point in stating that vocog derives from an original
form *nosuos if 1 didn’t think this will in due course explain a few things about Tuthaliya’s
and Agamemnon’s medical record. We will come back to semantics in a moment. But first
one more formal observation. vocog is a feminine noun, it is | vocog. This is remarkable
because most Greek nouns which end in -o¢ are masculine: 6 vdpog, 0 Adyog, O otvoc.
Feminines typically end in -n instead. With adjectives it is more or less the same: masculines
end in -og, feminines in -1. But with adjectives there is one big exception. Whenever you have
an adjective which is composed of two elements — adjectives like breath-taking, hyper-
sensitive or nose-rocking —, then both the masculine and the feminine form end in -oc. Hence
the suspicion that vocog might in origin also be such a compound adjective. But then we have
to explain two things: how could an adjective become a noun? And how can a word as short
as vooog be further divided into two parts forming a compound?

The first question is not so difficult to answer. In many languages, not just in Greek,
there are words being adjectives in origin and becoming nouns later on in their history. Often
such words start off in a group of adjective + noun, and then the noun is lost because the
adjective on its own expresses the entire concept well enough. At this time of the year, many
in Oxford are thinking of Greats and Finals, great or final examinations, that is. But at this
time of the day, with dinner approaching, the Romance word for ‘liver’ may be more
memorable, French foie, Italian fégato. These do not derive from the Latin word for ‘liver’,
iecur, but from the Latin adjective ficatum ‘stuffed with figs’. The starting-point was a Latin

% In connecting {coc/icog with Skt. visu- and positing *uisuos (rather than a morphologically problematic
*uidsuos or the like, as suggested by Bechtel (1886: 15), Brugmann (1897: 31), and others) I follow Curtius
(1873: 381-2), Jacobsohn (1909: 89-91) and Wackernagel & Debrunner (1896-1957: ii/2.927); that the
development *su > -s- depends on the position of the accent (contrast e.g. vaog ‘temple’ < *nasuds) had
already been suggested by Schulze (1892: 88 n. 4, 404 n. 2). Note also the parallelism with the double
representation of word-initial *su- in e.g. Gk. ovy- : OHG swigen ‘to be silent’ or Gk. oghog : Skt. svar- ‘light,
brightness’ (cf. Lejeune 1972: 135 with further examples) vs. usual *su- > h- (e.g. Gk. exvpog ‘father-in-law’ <
*suekuros).
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combination of noun + adjective, iecur ficatum ‘liver stuffed with figs’. Before dinner the
Romans would say “Let’s have stuffed liver for dinner, iecur ficatum”. But after dinner they
felt too tired to say “That was a nice stuffed liver”; all they could still manage was “That was
a nice stuffed, a ficatum”. So the iecur word was lost on the way. And as I said, the unusual
feminine gender of the Greek word for ‘illness’ strongly suggests that a similar thing
happened there too.’

But what about the shortness of vocog if this is supposed to be a compound adjective?
Fortunately this problem too can be solved. Proto-Indo-European, the ancestor language of
Greek, did have one lexical element which was extremely frequent as the first part of
compound adjectives and extremely short at the same time. In the Latin alphabet, we
transcribe this element by just one letter, *n-. Since the sound [n] could be either a consonant
or a vowel in Proto-Indo-European, depending on whether it stood next to other vowels or
other consonants, this *n- element could be either vocalic *1- or consonantal *x-. This may
sound funny, but even in English there are both vocalic and consonantal *#’s: depending on
how you pronounce it, the name of the College which is so kindly hosting this lecture today
contains both: /s(o)nd3zpns/, with first a vocalic and then a consonantal [n]. Now, vocalic *n’s
developed in many different ways in the Indo-European languages. In English for instance,
every vocalic *n of Proto-Indo-European developed into un. And that is why there are so
many adjectives beginning with un-: unkind, unfair, unlike, unholy. These are just preserving a
good Proto-Indo-European tradition.

Greek, too, has many adjectives descending from Proto-Indo-European adjectives
starting with vocalic *n-. In historical Greek they come out as adjectives starting with a-, the
same a- as in atypical or agnostic. Like the genuine English adjectives with un- such
adjectives always mean ‘not being something’ or ‘not having something’.

So much for the Greek and English adjectives from Proto-Indo-European vocalic *n-.
But as I said, Proto-Indo-European *n- did not save to be vocalic. When it stood at the
beginning of a word followed by a vowel, then it was a well-behaved consonantal *n-. And
such a consonantal *n1- would have remained unchanged in Greek. So if we assume that vocog
derives from a compound adjective *nosuos, we can divide it by cutting off the initial
consonant and saying that its original meaning must have been something like ‘not having
*-osuos’. Or more precisely: ‘not having *osu’, for -os is nothing but the ending as we have
already seen.®

All very well, you may say, but isn’t there a flaw in all of this? There is no Greek word
that continues a Proto-Greek word *osu; so how can we dare to reconstruct such a word? But
don’t give up on philology too quickly. What Proto-Greek did have was an adjective *esuis

7 For another Greek example cf. e.g. 1) S1dAextog (sc. yYAdooow) ‘dialect’.
¥ Cf. e.g. Homeric moA0Saxpug and thematized moAvddixpvog next to Sdipv ‘tear’; Risch (1974: 226-7).
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‘good, well’, an adjective which survives as £0¢ ‘good, well’ in Homeric Greek, and as €v- or
eu- in words like eulogy and euphemism.” A neuter noun from the same word-stem could
regularly have a vowel *o instead of *e in the first syllable'® — and I underline ‘regularly’
because otherwise you might agree with Voltaire’s definition of etymology: ‘a science where
consonants count for little and vowels for nothing’. So I can only assure you that we are
entitled to postulate for Proto-Greek and even Proto-Indo-European the existence of a neuter
noun *osu: a noun with a meaning ‘that which is good/well’, or more simply: ‘wellness’. And
once we have done that, the meaning ‘not having *osu, lacking *osu or wellness, (hence:)
unwell’ follows for our negative compound vocog. Remember: we said that in origin vocog
may have been an adjective standing next to a noun. Perhaps this lost noun was something like
‘state, condition’.!" Saying that Agamemnon’s men were affected by a vbcog therefore
literally meant that they were affected by a ‘condition lacking wellness’, or more simply by
‘unwellness’. The semantic fit is perfect, the formal link with the Greek word for ‘good, well’
1s unobjectionable, the diagnosis for the Greek army is precise — even though no noses are
rocking.

Admittedly, so far things are a bit hypothetical. It would still be better to find an actual
trace of our reconstructed noun *osu. Luckily, Agamemnon is not the only patient in our
ward. His Royal Highness Tuthaliya will personally confirm our hypothesis. Listen to what
the priest is praying on his behalf, according to the Hittite ritual text: “O Sun-God of the
Blood, o Weather-God, o gods, look, for you I broke the thick breads of salvation, of assul.
Destroy evil, idalu harnikten. To the lord, to his wife, to his children, let there again be well-
being, assu namma éstu. To him, o Sun-God and o Weather-God, give back, namma piskatten,
well-being, assu, life, strength, a drawn sword!”"?

Perhaps you noticed how one concept reoccurs in Tuthaliya’s prayer, like a litany: well-
being, salvation. What I translated as ‘salvation’ is Hittite assu/. And what I rendered as ‘well-
being’ is assu. assul is a word derived from assu. And assu is the regular Hittite descendant of
Proto-Indo-European *osu, precisely the word for ‘well-being’ we just reconstructed from

’ For the sake of simplicity I adopt here and elsewhere a notation without initial laryngeal, but the basic
development remains the same with a more sophisticated reconstruction *4,6su (next to *h,s-tis > Gk. £0¢).
More explicitly one would have to posit *11-%,0s- > Gk. voo- (according to the rule formulated by Fritz (1996:
5-6), ‘in einer Sequenz *R.HV [...] gerdt durch den Ausfall des Laryngals der Sonorant in antevokalische
Position, und es tritt sein unsilbisches Allophon ein: *RV”).

' For Greek neuter u-stem nouns with o-grade root cf. yévu ‘knee’, 86pv ‘spear’, ndv ‘flock’ (< *péHi-u), 00
‘not’ (< *h,di-u ‘eternity’: Cowgill 1960), xotAv* 10 xoihov (Hsch. k 3247); note also the vocalism of ToAvg,
which is hard to reconcile with the expected zero grade *plh,-uis and may be due to the former existence of a
neuter noun *polu < *polh,-u (cf. Benveniste 1935: 52-6).

" Gk. gvo1c, yoyn or the like: cf. Brugmann (1897: 31-2; 1911: 365), Meier-Briigger (1990: 247).

2 KBo XV 10 11 10 1I (Szabd 1971: 24); for similar prayer-wishes involving the notion of dssu cf. e.g. KUB
XLI 23 II 10 with nu labarnan assu suwai ‘porte (littér. pousse) le labarna vers le bien(-étre)’ (Catsanicos
1984: 144), KUB 11 2 11l 12-13 dankuwai-ma takni [idalauwa(?)] munnandu, assi-ma [sic, prob. for assi-mal
LUGAL-i labarn[ai piyandu] ‘But in the dark earth may they conceal the bad things; but the good things may
they give to the king, the labarna’ (Watkins 1982: 253).
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Greek vboog.”® Tuthaliya is in a condition lacking *osu and he prays to the gods for its return.
The gods give and withdraw *osu, as they like, in the Hittite imagination. And Apollo does
exactly the same to Agamemnon’s army: he withdraws *osu as he sends ‘not-*osu’,
unwellness, disease, the plague: vodcov avo 6Tpotov 0poe koxny as Homer says (/. 1.10).
That is why Agamemnon and Tuthaliya should not have offended the gods: the most elaborate
health and safety regulations cannot protect you if vocot are sent by divinities, be they called
Apollo, Zeus, or Sun-God of the Blood."

But there is also a good side to this. The Greeks did not depend on the length of an NHS
waiting list to get rid of an illness. The same gods who send illnesses can also lift them — as
Tuthaliya’s prayer shows, and as we also know about Apollo, who is invoked as intnp vocwv,
as ‘healer of vococg’, in one of the Homeric hymns (h.Hom. 16.1). The Greeks around
Agamemnon may well have sung such a hymn in their predicament. Though perhaps not only
to Apollo, but also to the other great healing-god of Greece, Asklepios or Asklapios, Latin
Aesculapius, a healing-god whose origin is uncertain though perhaps again to be located in
Asia Minor, in the Anatolian world. And a god whose name has been explained as borrowed
and transformed from an Anatolian name, a name from a language akin to Hittite. According
to this theory, Greek Asklapios continues Anatolian ass(u)lapiyas, ‘giver of health’, or more
precisely ‘giver of assul’ — the same derivative of d@ssu we already saw in Tuthaliya’s prayer! "

But we shouldn’t understand assu only as ‘health’. Health is just one component in it.
assu is more generally any form of well-being. For Tuthaliya it includes strength, power, life-
force, energy; and in other Hittite texts it also denotes prosperity, affluence, luck:'® whatever
you like — or, if you prefer since we are in Oxford, whatever might be expressed in Latin as
Salus Mundi: the name of Professor Richard Diebold’s foundation which so generously
endowed the chair I am allowed to occupy today and which I would therefore like to thank
and address quite literally as the salus and *osu of comparative philology both in Oxford and,
I add, all over the world.

Now if, just like salus or Hittite assu, our reconstructed *osu must not be limited to a
physical form of well-being, this further explains why even Greek vocot do not have to be

¥ Cf. e.g. Friedrich (1923: 370-2), Melchert (1994: 63), and Kimball (1999: 439, cf. 142), also on the (inner-
Hittite) problem of the geminated -s-.

' Cf. already Cels. Prooem. 4 (eodem vero auctore [sc. Homero] disci potest morbos tum ad iram deorum
immortalium relatos esse, et ab isdem opem posci solitam ‘from the same author (= Homer) one can learn that
at that time a connection was made between illnesses and the wrath of the immortal gods, and that they
themselves would also be asked for help’): the belief in divince agency continued in classical times as shown
for instance by Hp. Morb. Sacr. 1.1-2.3 and Thuc. 2.47.4; see further Laser (1983: S 62-3), Lloyd (2003: 40-
83).

5 Szemerényi (1974: 155), against the problematic connection of Acklamidg etc. with the noun
oxaloy/acnarol ‘mole’ (Grégoire 1949; refuted by Edelstein 1954); on the different forms of Asclepius’
name cf. already Kretschmer (1943: 116).

' Cf. Friedrich & Kammenhuber (1975-2004: 1.492-527, s.v. as§u-), Puhvel (1984-:1.199, s.v. ass-, assiya-).
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diseases in the narrow sense of the word. In Greek literature, we also find the word vocog
referring to folly, injustice, wickedness, distress, love-madness, political faction, childlessness
and anguish'’ — just about everything that can make you feel unhappy and unwell, everything
that makes you realize the gods do not look favourably upon you, that you have lost divine
favour. And this leads us one step further in our etymological journey: a step which takes us
into the realm of Greek religion. For if illness has to be interpreted both culturally and
etymologically as a divine punishment, then we must ask next whether the word for it, vocog,
is really an isolated survivor, a lonely stray sheep of some forgotten Proto-Graeco-Anatolian
semi-medical, semi-religious terminology. Might not the concept of *osu survive elsewhere
too, perhaps equally well-hidden by the evolution of the Greek language, but also equally
recoverable by the methods of comparative philology?

Again some technicalities first, very briefly. We have seen that Greek vocog is a
compound with a negative particle *n- at the beginning. We have also seen that the same
negative particle often appears as a vowel in Greek, as a-, in words like a-typical. The shape
of the outcome depends on whether a vowel or a consonant follows. So ‘without justice’ is
Greek adicog, because the word for ‘justice’, dixm, starts with a consonant. But ‘without
name’ is Greek védvvpoc, because the word for ‘name’, dvouo, starts with a vowel.'®
However, at some point in the history of Greek, the vocalic form of the negative particle came
to be regarded as the standard form for building such negative compounds. Hence, even in
words like vaovopog ‘without name’, which already included the negative particle, the o- was
added, to make sure the concept was clear — so you got avovopog ‘without name,
anonymous’. Under normal circumstances, the same clarification would have happened to
vocog. But it didn’t and it is easy to see why: when the initial a- was added to the relevant
compound adjectives, vocog had already become a normal noun and people no longer knew
that it had been a compound adjective to begin with. So they did not add the redundant o.-, and
vooog survived unmodified.

Of course the word *osu on its own may still have existed at that time, together with its
meaning ‘well-being as a result from divine favour’. Whoever wanted to qualify something as
‘lacking *osu, 1.e. lacking divine favour’, could build a new adjective, including the additional
a- which had become generalized. So at this stage, such an adjective would have been
*voo fog. But now there was a problem: *avoc fog could either be understood as av-ocfog
‘lacking *osu’ or as G-vocfog ‘lacking vocfog, lacking unwellness’. In fact, the second
avoc fog is well-attested in historical Greek, as avocog ‘without illness’. And yet, there may
also be a trace of the first *&voo fog, the one meaning ‘lacking well-being and divine favour’.
In our context, this *Gvoc fog is more interesting as it continues the archaic notion of *osu
much more directly.

7 Cf. Lloyd (2003: 12 n. 2), with references.
'8 Again simplifying things slightly: here too there is of course a laryngeal involved (*n-Hn- > vov-).
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The trace I am speaking of is not the adjective itself but a noun derived from it. From a
negative adjective artinog ‘without honour’, you can form a noun atuia ‘the condition of not
having honour, i.e. lack of honour, dishonour’. Similarly, if there was an adjective *voo fog
‘without well-being and divine favour’, one could build a noun *avoc fio (or later avocior)
‘the condition of not having well-being and divine favour, i.e. lack of well-being and divine

19
favour’.

With this knowledge we sail to Cyprus. Happily and quite literally insulated, the Greek
Cyprians are well known for conserving, in their dialect, many features and words that
descend directly from second-millennium Mycenaean Greek — and once again this is
something we would know much less about without the seminal work of Anna Davies.”’ In
the fifth century BC the Cyprian city of Idalion employed a public doctor, Onasilos.
Obviously, to rely on healing-gods alone would have been like relying on the NHS to treat
you within 48 hours. To Dr Onasilos and to his descendants the city of Idalion granted
generous property rights, a merit award so to speak. We know this from an inscribed tablet
found in a local sanctuary (/CS 217). The last paragraph on the tablet first states that the local
king and the city have sworn oaths not to break the contract; and then it invokes divine
sanctions against whoever violates the terms set down: omt o1g ke T0.g fpntog Tacde Avon,
avootyo fot yévorrv, ‘if anyone breaks these dispositions, let there be avoota to him’. Now
this is interesting. The clause certainly does not want to say that the offender should enjoy
‘freedom from illness’. So avosia cannot be a derivative of vosoc. But what it can, or Aas to,
be is precisely the other type of avooia I mentioned: ‘lack of well-being or divine favour’.
This is a curse: may the gods withdraw their favour and all forms of *osu from whoever dares
to harm Onasilos and his family. The Cyprian avoctyo. fot yévortv ‘let there not be *osu to
him who does this’ is the exact opposite to Tuthaliya’s prayer which read 4ANA4 BELI assu éstu

‘let there be *osu to the King’.*!

Now, perhaps you feel slightly uncomfortable with this and ask: does this Cyprian
avootyo really have anything to do with *osu and a@ssu, isn’t it rather derived from the Greek
adjective 0c10¢ ‘holy, pious’? If you think this, you are quite right: the dictionary by Liddell
and Scott thinks exactly the same.”” Cyprian dvootya is there translated as ‘impiety’. But

does this really work? After all, the curse is not that the offenders shall be struck by impiety,
no, they shall be struck for the impiety they have already committed. This is not to say that

' See Schwyzer (1939: 468) and Risch (1974: 116-17); the latter stresses that the Homeric deadjectival
examples of this type occur almost exclusively with compounds.

2% Cf. especially Morpurgo Davies (1992).

*! The lack of -f- in dvootiya (a-no-si-ya) can be ascribed to the fact that postconsonantal -£- was lost early in
Cyprian (cf. Morpurgo Davies 1988: 101-8, 124); after -s- this loss may have occured even earlier than after
liquids. For a similar spelling of an original group *su cf. the PN Toayodoc/Icayadag (gen.) written as i-sa-
za(?)-to/ta-se in ICS 79 and 154.

22 LSJ, Supplement, s.v. dvooia (B); Masson (1983) also adopts an interpretation of dvootya: as a noun (‘hapax
dont le sens est clair’: but his ‘sacrilége’ raises the same problems as LSJ’s ‘impiety”).
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there is no link with the adjective dcto¢ ‘holy’ — another Greek word whose etymology is as
obscure as it is controversial.”® All I want to say is that we must not mix up chronology. And
that the Cyprian word avoocta ‘lack of well-being and divine favour’ is actually older than the
adjective oc1o¢ ‘holy’.

This may seem bold: as I said it is only attested in the fifth century. But then, the
terminology of religious law often retains particularly ancient formulae. And contrary to what
one might think, the adjective 0c1o¢ is a young word: it does not occur in our oldest Greek
texts, in Homer, Hesiod, the Homeric hymns, the archaic lyric poets etc. It first occurs just
once in a line of Theognis and then with some frequency from Aeschylus onwards, in the fifth
century.”* And that, even though there is no reason why a word meaning ‘pious’ or ‘holy’
should not have been used long before that time — if it really existed. So probably it simply
didn’t.

Not so for avooia. With three short syllables at the beginning, there was no way of
fitting this word into an early Greek hexameter line. If an epic poet — Homer or Hesiod —
would have wanted to express the concept, he would have had to do it differently. For instance
by taking off the first syllable ov- and by replacing it with some metrically acceptable
negative marker; a negative marker such as Greek ovk ‘not’. And what do we find in Homer?
Two attestations of 00y 0oin, Ionic for ovy Octa — or we might say: for dvooto.” At the
same time, there is no attestation of 0cin without ovx: hardly a coincidence. One of the two
passages features Odysseus who has killed the suitors who threatened his wife and kingdom,
and next to him the faithful servant Eurykleia who wants to shout out for joy about her
master’s feat; but he holds her back: ovy 061n xTopEvoloy €X' avdpacty evyetoocdor ‘it is
not 0cin, it is avoocin, to boast over slain men’ — the gods would not appreciate such
behaviour, they would not reward it with their favour, with *osu.

So the negative term comes first, ovy 0oin precedes 0cin. The famous classicist Ulrich
von Wilamowitz had intuitively seen this when he observed that the concept of the ociov, the
‘holy” or ‘pious’, is grasped only through its negative counterpart, the avociov, that which
offends the gods, ‘eine direkte Krinkung, Verletzung der Gotter’.”® Therefore, a positive
adjective 0c1o¢ could not be created before 0cin had been formed to express the opposite of
avootn, or at any rate not before there was a negative adjective avootoc.

¥ Cf. e.g. Ruijgh (1961: 201 n. 5), Chantraine (1968-80: ii.832, s.v. do10¢), Frisk (1960-72: ii.435, s.v. 66100),
Peters (1980: 185 n. 140), Mastrelli (1985: 34-7): explanations on the basis of */,es- ‘to be’ are semantically
and formally problematic; instead of Peters’s *sotiyos (from *set- ‘good, true’) one would expect *sotyos, and
Mastrelli’s root *yet- ‘to stand (at one’s place)’ fails to yield a plausible semantic link with the Greek lexical
family.

* Thgn. 132; later e.g. Aesch. Sept. 1010, Supp. 27, Cho. 377 etc.

¥ 0d. 16.423 and 22.412; the first examples of ‘positive’ 66in occur in the Homeric hymns (h.Cer. 211, h.Ap.
237, h.Merc. 130 etc.).

* Wilamowitz (1919: 61); the evidence compiled by Terstegen (1941: 157-68) illustrates the continuing
frequency of oy 0o10g and dvoctog (as compared to 0c1og alone) in postclassical texts.
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On the other hand, it is with the adjective oc1og that all those notions of divine favour
attached to *osu and Hittite a@ssu survive longest. So far, I have translated 0clog as ‘holy’ or
‘pious’, as do many dictionaries. But we have to be more precise. For oclog frequently
appears associated with another Greek adjective meaning ‘holy’, 1epdc; but not associated as a
synonym — no: associated as the opposite of 1epoc. (And here 1 open another very short
parenthesis for the philologically-minded: it is this association of 0ctlog and 1epog which
explains why oc1o¢ is 0610¢ and not *0c1og: it has taken on the aspiration of 1epog, just like
nuépa ‘day’ has taken on the aspiration of its opposite eomépa ‘evening’ — end of
parenthesis.”’) Now listen for instance to the classic description of the second most famous
disease striking Greek antiquity, the plague in fifth-century Athens. As the black death rages
through the city, people become so desperate that they deposit the dead wherever they can;
they no longer care for either holy or profane places, as Thucydides writes (2.52.3), &g
oMymploy £TPOTOVTO Kol 1EpDV Kol OGlmv opolmg. For this passage, Liddell and Scott
suggest ‘profane’ as a translation of 0c1o¢. Languages do many weird things, it is true, but is it
really possible for any language to have a word which means both ‘holy’ and ‘profane’ at the
same time?**

In order to understand what is going on, we must think again of our notion of *osu ‘well-
being as a result of divine favour’. Places which are 1epa are places which belong to the gods,
temples for instance. In Aristophanes’ comedy Lysistrata the Athenian women occupy the
sacred precinct of the acropolis; but one of them is terrified, or rather claims to be terrified, by
the thought that she might give birth on holy ground — and she prays to the goddess of
childbirth to hold back the child until she reaches a profane place, €mc v £1¢ 0610V LOA® YO
yoplov (Ar. Lys. 742-3). Similarly, stacking their corpses in temples was about the worst
thing the Athenians could do during the plague: this is what Thucydides means by oArympio
1epdv ‘disregard for sacred places’.

However, common sense suggests that it is equally unwise to let the dead lie around near
wells, or in the streets: in other words, to show what Thucydides calls 0Arywpio. 0clmv
‘carelessness about profane places’. The difference is just that in this case the Athenians do
not offend the gods. And that is why these places, wells and streets as opposed to temples, and
all the things done there, are and remain oo — or more specifically: not avocio. They are

" On such ‘analogische Ubertragung von %- [...] in etymologischen oder begrifflichen Reihen’ see Schwyzer
(1939: 205); another set of words that might be relevant in this context is ayvoc, oylog etc. (where the
comparison with the noun &yoc also shows some irregularity with regard to the initial aspiration: cf. Chantraine
& Masson 1954). For the regular coupling of 6c1o¢ and 1epog cf. apart from Thuc. 2.52.3 (referred to below)
e.g. Pl. Rep. 344a, Leg. 8570, Isoc. 7.66, Dem. 24.9.

* Cf. Chadwick (1996: 221): ‘many users of LSJ must have been puzzled to find that a word which is
translated as /oly can in certain contexts bear the meaning profane’; however, Chadwick’s line of argument,
which essentially denies that c1o¢ can ever mean ‘profane’, is exactly the wrong way round and results in a
series of strained textual interpretations.
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places and things where death or blood do not provoke the withdrawal of *osu, of ‘well-being
and divine favour’. In this sense, they are indeed ‘profane’.

What then about 0c1o¢ meaning ‘holy’ as well as ‘profane’? If by ‘holy’ we refer to
things which belong to the sphere of the gods, then ‘holy’ is always 1epog in Greek, never
Jotoc.”’ Actually, our texts show that the concept of Soto¢ should rather be compared to that
of dtxortog ‘just’. In conservative Sparta, for instance, it was said to be impossible to change
the established order of things, without violating the obligations of justice to men and those of
piety to gods, avev 100 mopofiivort kol To TPOG ToLg AV IPMTOVE dlkoo Kol TO TPOG TOVG
deovg Jowo.*® Everything which is sanctioned or allowed by human law is Sixoov, and
everything which is sanctioned or allowed by divine law is 0c1ov (or again: not ovOG1OV).
And that is just another way of saying that what is dixaov is whatever is ‘well looked-upon
by men’, and what is octov is ‘well looked-upon by the gods, enjoying their divine favour,
and hence characterized by, or repaid with, *osu’.

So even a normal human being can be oc1og. If the Sun-God of the Blood listened to
Tuthaliya’s prayer and restored his d@ssu, then he made him Ooclog again. And once
Agamemnon finally gave back the captive daughter of Apollo’s priest, the plague stopped
because Agamemnon and with him the whole Greek army were no longer avoctot. Which of
course did not mean that Agamemnon had become a ‘holy man’, far from it. To make up for
his ‘loss’ of the priest’s daughter, he abducted another captive girl from his best warrior,
Achilleus. With the most horrible results, as told in the //iad. But this, unacceptable though it
was, was an affair between two mortal men, leaving Apollo unaffected. So there was no
reason not to restore *osu to the Achaean army, to give them back their health and to stop the
plague.

We now see how the spheres of divine law, human well-being, acceptable behaviour and
transcendental punishment all overlap in the concept of *osu. Certain acts almost inevitably
bring about the loss of *osu, at least if the gods are correctly informed — not as in the case of
Tuthaliya where *osu 1s withdrawn only because of Ziplantawiya’s slander. And with this we
come to a last text, no longer one from exotic places like Anatolia or Cyprus, but one from the
centre of Hellenic culture, Athens: a text which proves that even though the word *osu may
have died in the days of Agamemnon and Tuthaliya, the thinking behind Tuthaliya’s prayer
and Agamemnon’s reparation remained alive not only in the curses of remote Cyprian cities.

* On the opposition of do10¢ vs. 1epdg cf. further Bolkestein (1936: 192-3), Terstegen (1941: 166), Jeanmaire
(1945: 73-4), and Rudhardt (1992: 34-6), and on the connection between the concept denoted by octog and
religious purity Parker (1983).

0 Polybius 22.10.8-9; cf. further e.g. Thuc. 5.104, Antiphon 1.25, van der Valk (1941: 118) and already
Schmidt (1876-86: iv.334): ‘avociog ist der unheilige, der durch seine Denk- und Handlungsweise sich der
Gottheit entfremdet und ihres Segens unteilhaftig gemacht hat’ (italics added).
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I have mentioned that temples can be defiled by death or blood. But defilement, dryoc,
can also affect people, for instance after a murder. By killing, a man separates himself from
other men, and normally the gods will no longer grant him well-being either. But what about
the man who has killed justly? Human justice may decide that he has not committed an
offense, that he remains Sixoog ‘just’. But how will the gods react, how can this man also
remain oc1o¢? How can he possibly be protected from the withdrawal of *osu? A human
lawgiver could do little about this — except one thing: he could formulate a wish to the gods on
behalf of the whole community: “let this man not suffer from his acts, let him remain 6c10¢”!

The paradigm of such a just murderer was the murderer of a tyrant. One of the early laws
of Athens, the laws of Solon, speaks about him: ‘If anyone shall suppress the democracy at
Athens or hold any public office after its suppression, he shall become a public enemy and be
slain with impunity; his goods shall be confiscated and a tithe given to the Goddess. No sin
shall he commit, no defilement shall he suffer who slays such a one or who conspires to slay
him, 0 8¢ amoktelvag TOv TodTO. TOMoKVTe kKol O GuuBovAevoag 0C10¢ £0T® Kol
ef)ocyﬁg’.31 ‘Let him be evaymg, positively affected by the (inevitable) defilement’: that is one
thing. And 0c10¢ £6tw is the other: ‘let him be 0c1og, let him enjoy *osu’. What the archaic
Athenian legal formula presents is once again a variation on what you are familiar with by
now. Solon’s 0c10¢ €6t ‘let him be endowed with *osu’ is not only the exact opposite to the
Cyprian avootyo fot yévortv ‘let there be lack of *osu to him’; no, Solon’s formula Go10g
€0t is also virtually identical to the Hittite formula, pronounced 800 years earlier, far from
Athens, on behalf of King Tuthaliya: 4N4 BELI dssu éstu ‘let *osu be to the King’.

An evil sister in fourteenth-century Anatolia, a selfish king in twelfth-century Greece, a
faithful nurse in Ithaca, a public doctor in Cyprus, a comic woman on the Acropolis, a killer of
tyrants in sixth-century Athens: there is little to connect the figures we have met on our
philological journey. Except that they and their societies share the same ideas about divine
retribution for human virtue and vice, about piety and well-being, about health and justice. But
that’s not all: they also draw from the same age-old stock of words to express these ideas,
words powerful enough to make them survive until today, ready to be rediscovered by all
those who know about the lasting power of words. A power about which you can never know
enough — unless, well, unless you are called Ziplantawiya. Thank you.
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Figurae Etymologicae in Gothic
Brendan N. Wolfe

Because of the generally one-to-one nature of the translation of the New Testament into
Gothic, any case where a single Greek lexeme is rendered by more than one Gothic word
stands out, and repays study. The investigation reported in this article begins with
consideration of the Greek words BAaconuic, ékotocig and mopadocic, each of which has
multiple outcomes in Gothic:

Table 1: The reflexes of BAocenuic, ékstacic and napadosic in Gothic.

Greek Original | Verses of Attestation Gothic Outcomes | English Meaning
Mt 26:65 Mk 7:22, 14:64 wajamereins
BAacenuio Jo 10:33 blasphemy
Mk 2:7, 3:28, Lk 5:21 naiteins
Mk 16: 8, Lk 5:26 usfilmei fear, terror
£KGTOO1G
Mk 5: 42 Sfaurhtei fear, amazement
Mk 7:3 anafilh tradition
Topadosic Mk 7:5.8.9 anafilhan (verb) to pass down (by
R tradition)
Mk 7:13 anabusns commandment

The two reflexes of BAacenuia differ slightly in meaning: naiteins seems straightforwardly
to mean ‘blasphemy, slander’, while wajamereins means ‘ill-speech’ and is closely related to
reputation words such as wajamerei ‘ill-repute, dvoenuic’ and to wailamereins ‘evangelism,
knpuyuoe’, all of which are derived from merjan ‘to proclaim’ (Lehmann 1986: 251-252).
Naiteins conversely is derived from ga-naitjan ‘to treat shamefully, ortipdy’. No distinction in
the meaning of the Greek is apparent for which this variation should have been made in
Gothic. A possible explanation is that naiteins is preferred as the object of a verb of saying.
Thus, ‘to speak blasphemies, Aakelv BAacenuiag’ is always translated as rodjan naiteinins,
as at Mark 2:7 and Luke 5:21. Mark 3:28, although it does not follow the same pattern
exactly, still contains the idea of speaking:

(1) o1 Pracenuiot oco oy PAocenuncncty
naiteinos swa managos swaswe wajamerjand
‘blasphemies wherewith soever they shall blaspheme’
(Mark 3:28)
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Naiteinos (nom. pl.) is the antecedent of a relative pronoun, which is the direct object (indeed,
an internal accusative) of a verb of speaking. Conversely, wajamereins occurs in a list of evil
things at Mark 7:22, as the object of the verb (ga-)hausjan ‘to hear’, at Mark 14:64 and
Matthew 26:65, and finally as the object of the preposition in “for, mept’’ at John 10:33. It
seems likely that Wulfila did not wish a word so transparently formed from another verb of
saying to be the object of a verb ‘to say’, and hence reached for naiteins in such cases.

The most salient feature of the varying translation of £xotoc1g is that two idioms are at
work. In the usfilmei cases, the idea of being ‘seized by fear’ is translated, whereas faurhtei
reflects ‘they were amazed with amazement’. Thus, Mark 16:8 has eiyev yop o0TOC TPOLOC
Kol €xotoo1g, dizuh-pan-sat ijos reiro jah usfilmei, ‘for fear and trembling had them’, and
Luke 5:26 xal €kotacic éhaPev amovtog, jah usfilmei dissat allans, ‘And amazement/fear
took them’, but Mark 5:42 has a different construction:

(2) xo1e€éooay exkoTacEL HEYOAN
jah usgeisnodedun faurhtein mikilai
‘and they were astonished with great astonishment’
(Mark 5:42)

The best explanation is that Gothic had an idiom of its own usfilmei dissitan which was
applied to Greek phrases of the ‘fear took them’ type. Note, however, that the Gothic
translation of Mark 5:42 does not replicate the figura etymologica of the Greek: we have
usgeisnodedun faurhtein rather than **faurhtidedun faurhtein or **usgeisnodedun with some
derived noun for fear.

Although the periphrastic verbal rendering of mopadooig is only rare, it is not
semantically exceptional, e.g.:

(3) koo TNV ToPadocty TV TpesPuTEpmv
‘according to the tradition of the elders’; rendered by:

bi pammei anafulhun pai sinistans
‘according to what the elders passed down’
(Mark 7:5)

(4) xpotelte TNV TOPABOGLY TOV OV POTOV
‘you hold to the tradition of men’; rendered by:

" nept of course generally means ‘about’, in either the sense of ‘concerning’ or ‘near’. But also well attested
from classical times is a meaning ‘for, on account of”.

* Cognates for which exist in other languages: Ice. geiski ‘fright’, ON geiska-fullr ‘fear-filled’, cf. Lehmann
(1986: 382).
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habaip patei anafulhun mannans
‘you hold to what men passed down’

(Mark 7:8)
(5) Tva v mapddosty LUAY GTNoNTE
‘so that you may keep your tradition’; rendered by:
ei pata anafulhano izwar fastaip
‘so that you may keep your passed down (thing)’
(Mark 7:9)

The final Gothic verbal form at verse 9 is participial. Although the parts of speech have
changed, the content of the phrase has not. No Greek manuscript tradition shows such a
change. It might be claimed that Gothic did not have a single word for tradition, but rather the
idiom ‘what men have passed down’, except for the anafilh in verse 3, unless this is a new
coinage. Such a claim cannot be substantiated, however, because of the etymological
difficulties surrounding filhan (Lehmann 1986: 115). As it is, without comparative evidence
no persuasive argument can be made as to why Waulfila should have resorted to a verbal
paraphrase in two cases, used a deverbal noun in one, and a past participle in another.
Potentially more interesting and susceptible to interpretation is the use of anabusns in Mark
7:13. Anabusns has a definite meaning, ‘€vtoluc, commandment’, used just before this
pericope in verse 7, where gvtaAipoto avdpwrov ‘commandments of men’ is rendered
anabusnins manne. What 1f, instead of having a secondary meaning ‘tradition’,
‘commandment’ were simply what was meant in verse 13?

(6) AxvPOVVTEC TOV AdYoV T0D Yeod Tf) Tapaddoel LUMY 1) TapeddKoTe.
‘abolishing the word of God through your tradition, which you have passed down’;
rendered by:

Blaupjandans waurd gudis pizai anabusnai izwarai, poei anafulhup
‘abolishing the word of God through your commandment, which you have passed
down’

(Mark 7:13)

Perhaps the translator thought to improve the text somewhat, and to contrast a human
commandment with a divine one. Or is the solution to be found in Gothic avoidance of figurae
etymologicae? This particular case is unrepresentable in English since there is no verb
associated with ‘tradition’. But perhaps to the Gothic ear ‘the tradition you passed down’,
seemed inferior to ‘the commandment you passed down’. Alternatively, since commandments
and traditions have been being contrasted in the verses before this, perhaps looking for any
explanation more profound than a substitution slip by the translator or a copyist is grasping for
the wind.
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As we have seen in the cases of BAacenuio, £kotocic and mopadosic above, one
possible explanation for variant translations is that Gothic avoids a figura etymologica, which
is the name in classical rhetoric for placing two different words of shared origin in proximity
to one another. Although simple pairings such as found in Shakespeare’s Sonnet 116 qualify
(““...love is not love / which alters when it alteration finds, / which bends with the remover to
remove”), the term generally describes cognate objects, such as he died the death, where an
object of the verb is cognate with the verb itself. The object in such a case is termed the
cognate accusative, as opposed to the more common internal accusative. Where an internal
accusative is simply an (often pleonastic) addition to a verb to clarify or emphasize its
meaning (e.g. he fired a shot), a cognate accusative requires the added direct object to share an
etymological origin with the verb (e.g. ke shot a shot), but is often no less pleonastic.

The three cases of potential avoidance of figurae etymologicae are therefore (1), (2) and
(6). Is there enough evidence to support the contention that Gothic systematically avoided
figurae etymologicae? There is no question that they are commonly avoided in many
languages, as inelegant and pleonastic; he died the death in English is memorable for its
strangeness. However, even in English, examples where real specification is intended abound:
she slept a restful sleep; he laughed a hysterical laugh; they danced a slow, romantic dance.’

Moulton & Howard (1919: 245) claim ‘This [scil. the cognate object] follows a Semitic
principle’. A similar point is made in Blass & Debrunner (1961: 85): ‘A comparable idiom is
found in both Aramaic and Hebrew’. The issue is therefore not simply one of Gothic versus
Greek, but of Gothic versus potentially Semitic-influenced Greek. One may note that the
figura etymologica is found in classical works from Homer (Louden 1995), though the
cognate accusative subset is of more limited distribution.

Further examples of Gothic non-imitation (avoidance?) may be found, drawing on the
book of Luke:

(7) @uAacoovTeC PLAOKOC TH VOKTOC EML TNV TOIUVNV OOTMY
witandans wahtwom nahts ufaro hairdai seinai
‘keeping watch over their flocks by night’, or literally ‘watching their charges by
night over their flocks*
(Luke 2:8)

3 Examples taken from Piroska Csuri of the NEC Research Institute, Princeton, in his 1998 cross-linguistic
investigation into cognate objects (Csuri 1998).

* The meaning of the Greek verb without the cognate accusative is illustrated at Luke 18:21 todta mévto
epuAaoa £x veotntoc. ‘All these I have kept from my youth’. Gothic wahtwa and *witan are not cognate, but it
is just conceivable that they might have been analysed as so. A more likely motivation however is simple
alliteration.
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(8) 0pOLOG 0TIV AVTPOTY 01KOSOLOVVTL O1KIOY
galeiks ist mann timrjandin razn
‘he is like a man who built a house’

(Luke 6:48)
(9) eEfAdev 0 omelpwv TO0D GELPOIL TOV GROPOV CVTOV
urrann saiands du saian fraiwa seinamma
‘a sower went out to sow his seed”’
(Luke 8:5)

(10) vo pnmote Y€viog avtod Yepédiov
ibai aufto, bipe gasatidedi grunduwaddju
‘lest by chance when he had founded the foundation’
(Luke 14:29)

On the other hand, cognate objects are not unknown in Gothic: Streitberg (1906: 156) writes:
Neben dem Akkusative des dufSern findet sich auch der des innern Objecktes, in seinen
einfachen Formen ist auch dieser germanisch, die Ausdehnung seiner Anwendung in der
gotischen Bibel beruht jedoch auf der Nachahmung des Originals.® Examples include:’

(11) o gpyalmpeda to Epyo 10D B0
el waurkjaima waurstwa gups
‘that we might work the works of God’
(John 6:28)

(12) 7OV KOAOV Ory@dVOL NYOVIGUOL
haifst po godon haifstida
‘I have fought the good fight’
(IT Timothy 4:7)

(13) ol epofnincov eofov peyov
jah ohtedun sis agis mikil
‘and they feared exceedingly’, literally ‘and they feared a great fear’® (ohtedun is the
weak preterite of the verb ogan, cognate with agis)
(Mark 4:41)

> Note that Luke is the only evangelist to include the object here, cf Matthew 13:1-23, Mark 4:1-20.

® ‘Besides the external accusative one finds also that of the internal object; in its simple forms this is also
Germanic, the extension of its application in the Gothic Bible is based however on imitation of the original’.
(vide supra)

" These examples are drawn from the Gothic Online articles by Todd B. Krause and Jonathan Slocum of the A.
Richard Diebold Center for Indo-European Language and Culture.

¥ Also note Luke 2:9, where the same Greek phrase is rendered jah ohtedun agisa mikilamma (i.e. with a dative
rather than accusative cognate object).
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Further, where the qualifying phrase is introduced by a relative pronoun, we have:

(14) 10 Bortioua o eyo Partilopon
daupeinai pizaiei ik daupjada
‘the baptism which I am baptized’
(Mark 10:38)

All these, of course, follow the original Greek, just as the earlier examples did not. Does
Gothic ever introduce a cognate object where the Greek has none?

(15) kol ENEYVOGOV OTL ONTAGLOY EMPOKEV EV TA VLD
Jjah fropun pammei siun gasahv in alh
‘and they perceived that he had seen a vision in the temple’
(Luke 1:22)

Luke 1:22 has an internal accusative in Greek, but no cognate object, which in Gothic is
transformed into a cognate object which is not an internal accusative: Siuns, although cognate,
represents a specification of the type of things that might be seen, where ontocioy means
simply ‘sight’. Still, the cognate object formulation was not avoided.

At Mark 1:40, Jesus, who is in Galilee preaching and casting out devils, is approached
by a leper:

(16) Kol EpYETOL TPOG AVTOV AETPOC TALPOKAADY OLOTOV [ KO YovureTdv] Kol Aéymv
VT 0T1 €0V YEANG duvacal pe kadoploodt.
jah gam at imma prutsfill habands, bidjands ina jah kniwam knussjands jah qgipands
du imma patei jabai wileis, magt mik gahrainjan.
‘And there came to him a leper beseeching him [and kneeling], and saying to him, “if
you wish, you can make me clean.”’
(Mark 1:40)

The ‘and kneeling’ is not present in every manuscript, while some manuscripts add avtov
‘(to) him’ after it. ‘Kneeling’ was certainly present in the tradition that underlies the Gothic,
where the verse is given. Not only does the Gothic include knussjands ‘kneeling, yovonetov’,
but it also has kniwam, the dative plural of kniu ‘knee’. What exactly this means is unclear.
Knussjands appears on its own at Mark 10:17:

(17) KO EKTOPEVOUEVOV OVTOV E1 0OV TPOGOPOLUAOV E1C KOLL YOVVTETNGOC OLVTOV
EMNPOTOL OVTOV...
jah usgaggandin imma in wig, duatrinnands ains jah knussjands bap ina gipands...
‘and when he had gone out into the road, one running up knelt to him and asked...’, or
literally, ‘one running up, kneeling asked...’
(Mark 10:17)
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The main difference between the Greek originals in (16) and (17) is that in the first, the
participle is present in tense, whereas in the second, it is aorist. The image at (16) is either of a
man beseeching, kneeling and saying all that at the same time, or perhaps more likely, of a
man doing these things repeatedly. That is, kneeling and rising, prostrating himself and
looking up, in the manner of Middle-Eastern prayers to this day. Is this the force which
kniwam knussjands captures? Or could the knees in question be those not of the suppliant, but
of the supplicated, in the manner of the Odyssey (e.g. Book III line 90-95) or elsewhere in the
New Testament: Luke 5:8 contains the only other attestation of kniwam. Seimon Paitrus draus
du kniwam lesuis qipands ‘Simon Peter fell down at Jesus’ knees, saying’. The preposition
present here accounts for the dative case of kniwam, and perhaps should be considered
understood in Mark 10:17.

Another question remains: are kniu and knussjan really cognates? The derivation of the
former is unimpeachably Indo-European, from PIE *@enu-, gneu-; it is knussjan that is more
difficult to account for. A derivation from kniu is most likely according to Lehmann (1986:
220), but its exact nature is unclear. An alternative, proposed by Kogel (1880:178), is for the
word to be cognate with Old Norse knosa, Old English cnossian, and Old High German
cnussan, all meaning ‘to press’, but this raises more issues than it lays to rest. In any case, the
words are of sufficient similarity in both form and meaning that the usage kniwam knussjands
was undoubtedly intended as a figura etymologica, but possibly one with a distinctive
meaning, relaying the iterativeness of the Greek present participle.

Thus, avoidance of figurae etymologicae, or at least of cognate objects, seems to be an
authentic point of Gothic, or at least Wulfila’s style. Although there are certain instances of
Greek figurae being taken into Gothic, for the most part they were avoided, and were certainly
not felt to be integral to the meaning of their sentence. The two instances of Gothic
introducing a figura etymologica are dispositive of nothing. The first, with siuns, figura
though it be, would replicate the Greek internal accusative except that it is more specific:
Waulfila has improved the text, and the cognate nature is secondary. In the second case, there
are ample alternative explanations for the presence of kniwam ranging from aspectual force to
omitted prepositions.
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Dybo’s Law: Evidence from Old Irish
Nicholas A. S. Zair

1. Introduction

Certain roots in the Italic, Celtic and Germanic languages show short vowels in roots which
the evidence of other Indo-European languages suggests should have long vowels. In this
article I discuss previous attempts to explain this phenomenon, in terms of shortening by
‘Dybo’s law’, and assess them in the light of evidence from Old Irish. On the basis of this
evidence I suggest a new possible explanation, and assess its advantages and difficulties.

2. Dybo’s Law: An Overview

In 1961 V. A. Dybo published an article (Dybo 1961), in which he addressed the question of
Proto-Indo-European roots which appeared to show variants with a long vowel or resonant
beside those with a short vowel or resonant. Both these variants were assumed to go back to
Indo-European times, but Dybo observed that the vast majority of the short root variants were
in fact attested in the western Indo-European area: the Italic, Celtic, and to some extent
Germanic languages. Furthermore, where it was possible to compare words with the same or a
similar structure, the Celtic and Italic languages both showed the short root variant, as did
Germanic where the root ended in a resonant. Dybo’s examples included Lat. fiiturus ‘about to
be’, Old Irish ro-both ‘he was’, but Sanskrit bhiita- ‘become, been, past’; Lat. vir, Olr. fer,
Gothic wair, all ‘man’, but Skt. virad-, ‘hero’ Lithuanian vyras ‘man’. Dybo concluded that in
Celtic and Italic, long vowels were preserved only under the stress, and otherwise were
shortened. This probably occurred in a period of Italic-Celtic unity, at a time of close contact
with Proto-Germanic, since this pretonic shortening also occurred before resonants in the
Germanic languages. He also concluded that ‘long resonants’ (i.e. *RH combinations, in
modern terms) were affected. So, for example, *H and */H clusters would give ar, al
respectively in unstressed position, ra, /a under the Indo-European stress.

Agreement in accentual evidence from Baltic and Slavic languages, Germanic (e.g.
Verner’s law), and the evidence for the accent drawn from his observation of pretonic
shortening in Italic, Celtic and Germanic, led Dybo to maintain that these languages
represented the best evidence for the position of the original Proto-Indo-European accent, and
that the Sanskrit and Greek accentuation was the result of innovation. This position is no
longer tenable. It is generally agreed that the best evidence for the Proto-Indo-European
accent, especially where ablaut and accentuation coincide, is provided by Vedic Sanskrit and
Greek. The Baltic and Slavic accents can provide further evidence, but only once the historical
processes which led to the attested situation are taken into account.
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Observing these problems, attempts have been made to reformulate the phenomenon
which has come to be known as Dybo’s law; these make the assumption that short vowels are
indeed the result of pretonic shortening, and it is consequently necessary to try to explain
apparent evidence for non-root accent which combines with a long vowel in the root in Italic,
Celtic or Germanic.

The first step taken by Kortlandt (1981) was to disregard Dybo’s assumption that
pretonic shortening affected the ‘long resonants’, since, for example, Olr. lan, Welsh llawn
“full’, from Proto-Celtic *lan < *(p)lh,-no- do not show shortening, despite the evidence of
oxytonesis provided by Skt. pirna- ‘full’. In order to explain cases such as Lat. fiimus vs. Skt.
dhiima- (both ‘smoke’), Greek Yoo ‘spirit’ < *d"uHmo- he maintained that the development
of the long vowels a, e, 6 from short vowel plus laryngeal came before the pretonic shortening
rule, but that *iH and *uH shared with the resonants *rH, *IH, *nH and *mH the retention of
the laryngeal until after the rule of shortening had taken place, whereupon they gave 7 and .
This explanation has certain advantages, but also several problems, including OIr. béu, W.
byw, Cornish byw, bew, Middle Breton beu, Breton beo, Goth. gius, all ‘alive’, and all with
original short root vowel, where Skt. jiva- ‘alive’ shows long root vowel and final
accentuation. Kortlandt’s answer was to assume that in words such as these, the original form
was not *g*ih;-uo-, as would be expected, but rather *g*h;i-uo-. His evidence for this came
from Slavic and Baltic cognates. Thus, for example, Russ. Zild ‘(she) lived’ and Latv. dzivs
‘alive’ do not show the retraction of the accent expected under Hirt’s law. Kortlandt
maintained that retraction did not occur when the long vowel originated in a metathesised *Hi
or *Hu combination. Thus, in Kortlandt’s formulation the process in Baltic and Slavic was as
follows: *g*h;i-uo- (or similar) was the original form. Then Hirt’s law occurred, with no
retraction of the accent, since it only took place where the accent followed *iH. Finally,
laryngeal metathesis happened, giving *g*ih;-uo-.

The idea of laryngeal metathesis is not unique to Kortlandt. It was first formulated by
Winter (1965: 192), on the basis of the comparison between e.g. Gk. nop and Hitt. pahhur,
both ‘fire’, and consequently it has been assumed that in the non-Anatolian Indo-European
languages the zero-grade sequences *CHiC and *CHuC were metathesised to *CiHC and
*CuHC. Kortlandt’s version has two new features. The first is that he supposes that in Italic
and Celtic *Hi and *Hu did not metathesise when they occurred before the accent. This
explains pretonic * and *# in these languages (note that Kortlandt assumes that
unmetathesised *Hi and *Hu gave short vowels in Italic and Celtic, but long *7 and *# in
Germanic). The second is that Kortlandt’s view imagines the metathesis as a phenomenon
which took place separately across several Indo-European language families: it did not occur
in Anatolian; Hirt’s law, a specifically Balto-Slavic phenomenon, has to be completed before
metathesis in that language family; and Italic and Celtic have a different version of the
metathesis from the other languages.
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This picture of drift across several language families seems unlikely on general grounds,
and is particularly problematic since laryngeal metathesis is poorly attested anyway; there is
not space here to discuss all the evidence, but although it is by now fairly mainstream (e.g.
discussed in Mayrhofer 1985: 173-175) it is not universally accepted as a late PIE
phenomenon, let alone as a series of separate developments. An additional problem with
Kortlandt’s idea that *iH > *7 did not undergo shortening is the obvious exception of Lat. uir,
Olr. fer, W. gwr, Goth. wair, all ‘man’ < *uiros vs. Skt. vird- ‘hero’. The evidence of Lith.
vyras and Latvian virs, both ‘man’, shows that retraction according to Hirt’s law has occurred,
and hence we must reconstruct original *uiHro-.

Kortlandt suggests that the Latin form can be explained by analogy with uirere ‘to
flourish’, which he reconstructs as being from *g*Hi- (although the etymology is not certain),
while the original length was preserved in uis ‘power’ < *uiHs. This is acceptable according
to his own terms. However, his attempts at explanation for the Celtic form are semi-openly
acknowledged as weak:

(1) ...1s it possible that the Celtic word is a borrowing from Germanic, where the short
vowel is phonetically regular in the originally pretonic vowel before the intervocalic
resonant? Anyway, the homonymy with Olr. fir ‘true’, W. gwir, would be
embarrassing.

(Kortlandt 1981: 16)

Unless it is possible satisfactorily to explain the Celtic evidence (which Kortlandt is evidently
unable to do), it seems foolish not to hope that this shared shortening should be explained by a
unitary theory. Furthermore, it is not clear what Kortlandt means when he says the Germanic
form would be phonetically regular.

Schrijver (1991: 334-357) takes the Italo-Celto-Germanic *wiros as the corner-stone for
his rejection of Kortlandt’s formulation of Dybo’s law. He instead replaces it with the
assertion that in Celtic and Italic, as in Germanic, shortening of a pretonic vowel takes place
only before a resonant consonant. Where the long vowel occurred before a non-resonant
consonant, no shortening occurred. Schrijver’s consideration of the problem is part of his
discussion of the reflexes of the Proto-Indo-European laryngeals in Latin, so the majority of
his evidence comes from Latin. The evidence for lack of shortening in pretonic position before
a stop consists of Lat. suauis ‘sweet’ < *sueh,dii-, fagus ‘beech’ < *beh,g6-, in-uitus
‘unwilling’, -uitare ‘to invite’ < *uiHto- and *ratus ‘dug up’ < *HruH-t6, and apparent
examples of shortening are rated doubtful by Schrijver (although piiter ‘rotten’ is
problematic). A difficulty for his version of Dybo’s law is Lat. fiimus, which, on the evidence
of Skt. dhitmd-, Gk. 90uog, ought to have a short vowel. He suggests that the long vowel was
restored on the basis of fiiligé ‘soot, carbon’ < *d"H-li- (originally barytone cf. Lith. dilis,
Latv. diilis ‘smoke used in bee culture’).
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Note that Schrijver accepts Kortlandt’s idea that original *Hi and *Hu clusters were
metathesised in the Indo-European daughter languages, except in Anatolian and in Italo-Celtic
when in pretonic position, and that remaining *Hi and *Hu clusters gave *I' and *u
respectively in Italo-Celtic. This allows him to explain e.g. Lat. Licrum gain, profit’ < *Ih,u-
tl6-, and fiitirum ‘about to be’ < *b"Hu- (especially if derived from a past participle
*b"Hu-16-), where the shortening cannot be explained by his formulation of Dybo’s law, since
the putative long vowel occurs before a stop.

Table 1: Summary of different formulations of Dybo’s law
Dybo Kortlandt Schrijver

V—V/ CV(RVinGme) FV—V/ CV(RVinGme) FV—V/ RV

e.g. PIE *ui-ro-s > Skt. vird-, *iH and *uH > 1, i after Dybo’s Pretonic long vowels before
Lith. vyras but Lat. vir, OIr. fer, 1aw is complete. Thus e.g. Lat.  stops are no longer problematic.
Goth. wair fumus is fine.
Lack of metathesis explains

PIE *b'ii-t6- > Skt. bhiitd-, Lith. Where we do find 7, i, the occasions where we do find short
biitas, but Lat. fiiturus, OIr. ro- original sequence was *CHiC, vowels.
both which underwent metathesis to

*CiHC in all Indo-European

languages except Anatolian

family, and Italic and Celtic in

pretonic position. It is assumed

that *CHiC would produce CiC.

Thus **b"Hu-t6- > Lat. fiiturus,

Olr. ro-both, but > *b"uHt- >

Skt. bhiita-, Lith. bitas

C: any consonant
V. any vowel
R: resonant consonant

Schrijver’s formulation of Dybo’s law seems the most satisfactory thus far. However, note
that he derives, from the limited evidence available, two separate sources of short vowels in
Italic and Celtic from clusters including a vowel and a laryngeal. Thus we can get short * and
*i from *CIHRV (Dybo’s law; where I = *ii or *}) or *CHICV (no metathesis in Italo-Celtic in
pretonic position). Long *i and *7 can come from *CIHCV if C is not a resonant (since
Dybo’s law only occurs before resonants) or from *CHIC (since laryngeal metathesis occurs
when the vowel falls under the accent). In full-grade roots the situation is somewhat simpler:
*CeHRV > *CeRV(ignoring vowel colouring); CeHCV > *CeCV, *CeHCV > *CeCV.
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3. Dybo’s Law in Old Irish

3.1. The Evidence

Dybo, and consequently Kortlandt, focussed on evidence for short vowels where long ones
would be expected across Italic, Celtic and Germanic. They did not claim to provide a full list
of all possible examples. Schrijver did carry out an extensive search for all possible Latin
evidence, but used only Kortland and Dybo’s examples for Celtic and Germanic evidence.
Since the number of possible examples is not huge in the first place, any additional evidence
should be valuable. Consequently, I have carried out a search for Old Irish evidence that might
be pertinent to Dybo’s law. Old Irish is the oldest of the Celtic languages which is well
enough attested to make such a process worthwhile. The primary source for information was
Vendryes et al. (1959-). Since this unfortunately covers only the letters A-D and M-U, the
other resources most frequently used include de Bernardo Stempel (1999) and Thurneysen
(1946).

Schrijver’s brief examination of the Old Irish evidence turned up only three ‘probable’
examples of shortening in the language (he divided his examples of apparent shortening into
‘probable’ and ‘possible’ categories), and a further eight ‘possibles’. Note, however, that his
investigation into the Latin evidence revealed as many ‘probables’ and only five ‘possibles’.
My own investigation has not revealed any new ‘probable’ examples.' There are a few new
‘possible’ examples, some of which will be discussed shortly. However, there do seem to be
several Old Irish words in which oxytonesis is plausible, and yet shortening does not seem to
have occurred. These will be the starting point of our discussion.

The first example is one that Schrijver himself has discussed: Olr. ur adj. ‘new, fresh’
has cognates in W. ir ‘fresh, green’ and Lat. pirus ‘pure’, suggesting a reconstruction *puH-
ro-s cf. Skt. pita- ‘clean’ < *puH-to-. Schrijver (1991: 247, 535) argues that this root is the
same as in Gk. nvp, Hitt. pa-ah-hu-ur, both ‘fire’, and consequently reconstructs *ph,u-ro-.
Since an oxytone form would have resulted in Lat. “piirus according to Kortlandt’s rules of
metathesis, Schrijver assumes that it must have been barytone. However, barytonesis in a
zero-grade ro-adjective seems extremely unlikely. The association of oxytonesis with these
forms is generally accepted:

(2) ... primary ‘*-r6-adjectives’ in PIE normally exhibit zero grade of the root and accent
on the suffix — a commonplace observation hardly requiring elaborate demonstration
or reference.

(Vine 2002: 329)

! Although I think one form, othar noun ‘suffering, illness’ and adj. ‘suffering, ill” < *pitro- < *puHtro- is a
‘probable’ rather than “possible’ instance of shortening. See below.
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In fact, Joseph (1982: 34) uses precisely this form as an example of a problem for Dybo’s law,
‘since most Indo-Europeanists would automatically reconstruct *piiro-’. Schrijver (1991: 355)
argues against taking Sanskrit as evidence for oxytonesis in ro-adjectives on the grounds that
‘adjectives in -ra- show a marked tendency towards oxytonesis in Sanskrit’. This is also the
case in Greek, but Probert (2006: 229), takes the opposite view that ‘it is likely that the
adjectives have simply retained the original accentuation associated with the suffix’. Given an
overwhelming majority for final accentuation of ro-adjectives in both Vedic Sanskrit and
Greek, it seems perverse to use this as an argument for barytonesis in Proto-Indo-European,
especially in zero-grade roots.

Consequently, Olr. ur provides evidence both against Dybo’s view that all pretonic long
vowels were shortened, and Schrijver’s, that pretonic long vowels before resonants were
shortened. Kortlandt’s explanation is not affected, since he would expect the retention of long
*i1, even when pretonic. In looking for further evidence, we find Olr. ban adj. ‘white’. This
has cognates in Skt. bhdanam ‘shining, appearance’, and OEng. bonian ‘to polish’. Although
the Sanskrit shows barytonesis, it is likely that adjectives in *-no- were originally oxytone,
with retraction of the accent occurring in the substantivised Sanskrit form (Probert 2006: 197-
208; 289-294). Further evidence is found in Gk. nvog, glossed by Hesychius and Herodian as
hounpdc ‘bright’. The Greek form also suggests a reconstruction *b"G-no- rather than *b’6-
no-, which the Irish, Sanskrit and Old English evidence allow.

Consequently we reconstruct the original form as PIE *b’eh,-né-, which cannot be
explained by any formulation, since all would expect shortening. This word provides counter-
evidence against all versions of Dybo’s law, since shortening does not seem to have occurred
In pretonic position.

After considering these two pieces of evidence, therefore, we discover that none of the
formulations of Dybo’s law provide a satisfactory framework of explanation. Dybo’s is
undermined by both u#r and bdn. Further Old Irish forms for which it is helpless include ro-
crith “he was bought’, a preterite passive, formed from the original passive participle *k*riH-
t0- to crenaid ‘he buys’ < *k*ri-nH-ti. Similarly, ro-bith ‘he was struck’ is the preterite
passive to benaid ‘he strikes’ < *b"i-nH-ti, and we consequently reconstruct an original to-
participle *b"iH-t6-.

It was evidence such as this that led Kortlandt to argue that *iH and *uH clusters lost the
laryngeals and gave *7 and *i after other vowel plus laryngeal clusters had given long vowels
and after Dybo’s law had shortened these long vowels, and then ceased to function. However,
as already mentioned, Kortlandt’s view has the major disadvantage of failing to explain
satisfactorily Olr. fer, Lat. uir etc.

Schrijver maintained instead that shortening of pretonic long vowels occurred only when
the vowels were before resonants. He suggested that Lat. piter ‘rotten’ is from *puHtri-, by a
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rule involving loss of laryngeal in the sequence *-IHTC-, where T represents any stop. It
seems more likely that Olr. othar ‘suffering, illness; suffering, ilI’ < *piitro- and Lat. piiter
are both directly from *puHtrV- by Dybo-style shortening. At any rate, ur and bdn speak
against Schrijver’s formulation of the law.

3.2. A Solution?

One thing these forms share is the reconstruction of the second laryngeal. A glance at
Schrijver’s Latin counter-examples to Dybo’s law (1991: 340-341) shows that where the
quality of the laryngeal can be ascertained, it too is *h,: suauis ‘sweet’ < *suadui- <
*sueh,di- cf. Gk. N180¢, Skt. svadii- ‘sweet’; suddére ‘persuade’; fagus ‘beech’ < *beh,go- cf.
Gk. nyog ‘oak’.

I tentatively suggest, therefore, that Dybo’s law is in fact connected with the loss of the
laryngeals. The reflexes of the original laryngeals are different, in Celtic and Italic, when in a
pretonic syllable:* long vowels as the reflexes of original *V;, ; are shortened in pretonic
position. Long vowels which are the reflex of *J'A, are not shortened. It would follow that any
form in which the quality of the laryngeal is unknown can now be identified. If it is pretonic
and not short, the original laryngeal must have been *h,. Thus Lat. fiimus ‘smoke’, which is
proved to be oxytone by Skt. dhiimd-, Gk. 9oudq can be reconstructed as *d"uh,-mé-.>
Conversely, e.g. Olr. fer must be from *uih, ;-ro-, which is unsurprising, if it is connected to
the root *ueih,-, as found in Skt. véti ‘he turns himself to, covets, chases’, Gk. Tepon ‘I aim
for, covet’.

This formulation helps to explain several more difficult forms in Old Irish. For example,
deol m. ‘sucking’ is the verbal noun of dinid ‘he sucks’. It appears to be derived from the PIE
root *d"eh,-, which sometimes appears with a root extension *-i-. If it were formed as zero-
grade *d"h,i-tlo-, then one would expect, assuming Winter’s law holds, a change to *d"ih,-tlo-.
Assuming oxytonesis, since nomina abstracta in *-tlo- are oxytone in Sanskrit (Wackernagel
& Debrunner 1954: 701), shortening would then give *d"itlo- which could regularly give
*detla- > *del, by compensatory lengthening. The -o- is not regular, but may be analogical on
céol ‘musical instrument; music’ and téo/ ‘theft’, derived differently. For a direct parallel,
compare éo/ (m.) ‘direction, guidance; lore, history’, remodelled from *i-tlo-, the root
meaning ‘to go’. Schrijver and Kortlandt’s assumptions about metathesis would work equally
well; that is, *d"hi-tl6- would give *d'itlo- etc. However, since we have established that
Dybo’s law affects both *iH and *uH clusters and vowels before stops, there is no need for
them, in addition to shortening by Dybo’s law.

* As noted above, it is generally assumed that shortening does not occur in Germanic before a non-resonant. I
have not examined the evidence, so cannot say whether this remains the case even by my rules.

3 And indeed, if we look in LIV (Rix 2001: 158) the root is *dueh,-.
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Alternatively, we could posit a form without *-i-: *d"eh,-tl6- could have shortened to
*d"s-tlo- > *détla- > *del. There is no way of telling which of these is the correct
reconstruction, but despite the remodelling, this word looks convincing as an example of
shortening by Dybo’s law. Note that, by regular sound change, non-shortened *d'itlo- or
*d"ztlo- would both give Olr. *dil

Similar is o/ n. ‘draught of liquor; act of drinking’. The correspondence with Lat.
poc(u)lum ‘drinking cup’ makes a reconstruction *peh;-tlo-m necessary. This gives the Latin
form regularly, but we would expect *eh; > *6 > a in Celtic. The Irish word suggests *potlom,
with subsequent lenition and loss of -z-, and compensatory lengthening of -0-. Vendryes et al.
(1959-: O19) assume a root *po-, comparing Gk. motog ‘drinking’, moo1g ‘drinking’ etc. and
Russ. pdjlo ‘drink’. However, the Greek forms continue the zero-grade root *ph;, which ought
to give pa- in Celtic. The Russian word is a case of secondary ablaut. It looks as though there
has been vocalic shortening (or loss of the laryngeal) here. If this were the case, one could
argue that the Latin form with long vowel is perhaps due to analogy with other forms with
regular long vowel. These are difficult to find, but e.g. potus ‘drunk’ demonstrates that there
was remodelling of forms with this root in Latin. Since any zero-grade root *(p)h;- should
have given -d- in Celtic, while *(p)eh;- gave -a-, it is difficult to think of a form of the root
which could have acted as the catalyst for the creation of *-0- in *(p)otlom. Consequently, it
might be more likely that Celtic has inherited the ‘original’ shortened form.

However, Germanic has pervasive barytonesis in stems in *-tlo-, and in Sanskrit nomina
instrumenti in -tra- < *-tlo- are barytone, while nomina abstracta are oxytone. There are three
possibilities: all forms in *-f/o- were oxytone in Proto-Indo-European; the meaning of this
word was originally nearer the Old Irish ‘act of drinking’ than the Latin ‘drinking cup’; or we
have to deal here with another shortening, unconnected with Dybo’s law, before Proto-Celtic
(when *6 > @), but after Italo-Celtic.

3.3. Problems

My version of Dybo’s law has the advantage of efficiency. For example, it is not necessary to
assume, with Kortlandt and Schrijver, complicated differences in laryngeal metathesis in
forms such as bith m. ‘world, existence, life’ and both® f. ‘hut’. They assume that these were
originally *g*h,i-tii- and *b"Hu-téh,, which then underwent independent laryngeal metatheses
in separate language families, but gave short vowels in Italo-Celtic, because metathesis was
retarded pretonically. I am able to start with *g¥ih,-ti- and *b"uH-téh,, and explain the
shortening by Dybo’s law.

However, it must be admitted that, as with the other theories, there are some recalcitrant
forms which refuse to be included within my formulation. I have not looked extensively
outside Old Irish for counter-evidence, but there are a couple of forms in Latin and Gothic
which are difficult. First of all, let us consider the evidence from Old Irish. If dub ‘black’
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should be reconstructed as *d"iuh,b"1i-, which a connection with the root *d’euh,- (Lat. fiimus
etc.) would suggest, then we seem to have a case of shortening involving the second laryngeal.
However, there is the obvious difficulty that fiimus has not undergone the same shortening.*
Furthermore, while Gk. togopot ‘I smoke, am on fire, am reduced to cinders’ has a long
vowel, TvpAog ‘blind’ does not. Chantraine (1968: 1147-8) attributes both to a zero grade
*d"uH-, but does not address the difference in vowel length. Liddell et al. (1925 s.v. TvpAdC)
maintain that the Greek words are unconnected, and compare toeloc to Olr. dub. The
relationship between the root with laryngeal and that without in these forms is uncertain. Even
if they share the same origin, since we also find a short vowel in Greek, it is not clear that the
short vowel in Irish should be considered to be due to shortening by Dybo’s law, and we can
disregard this form as too uncertain to be counter-evidence.

Largely on the basis of the OLat. subjunctive fudt < *b"ueh,-e- and the Italic imperfect
suffix *-fa-, and Olr. ba ‘was’, LIV (Rix 2001: 98-101) reconstructs the PIE root ‘be’ as
*b"ueh,-. However, although there is not room here to discuss all the possibilities,” this picture
of the origin of the long -a- in Latin is by no means a view on which there is consensus. The
Old Irish evidence with regard to this form is hardly reliable. Consequently, it is not
incumbent on one to accept the presence of *4, in this root. Even if that is the case, there are
plenty of forms from this root in which the laryngeal must have been lost regularly in between
two vowels, with consequent analogical replacement of *b%i- by *b"ii- in Old Irish. Hence e.g.
both < *bMi-ta. Alternatively, one could follow McCone (1991:128), who supposes a
secondary ablaut scheme 7: 7; @: u in Celtic, which also occurred independently in Greek, and
explains the short vowel of e.g. ¢Uo1¢ ‘nature’.

The final problem from Old Irish is caraid ‘he loves’. It is a denominative verb,
apparently to the adjective found in Latin as carus ‘dear’ < *keh,-ro-, and the noun in Goth.
hors ‘adulterer’. If caraid is a possible case of shortening the original adjective would have to
be barytone, and the verb to be oxytone. An alternative, naturally, is that we should posit a
zero-grade form as the base. Could it be that this is an example of Vine’s idea (Vine 2002),
whereby e-grade ro-forms were back-formed old barytone collectives, while ro-adjectives
were always zero-grade? He compares Gk. dnpog ‘long’ < *dueh,-ro- and Skt. diird- ‘far’ <
*duh,-ro-. We would then reconstruct the collective *kéh,-reh,, which, remodelled, gave the
Latin and Gothic forms, with a cognate adjective *kh,-ro-, which was the basis for Olr.
caraid.

The outside-Irish difficulties include Goth. acc. sg. /un ‘ransom’, us-luneins ‘release’,
where the short vowel is confirmed by Old English a-lynnan ‘to loosen’ < *-lunian. This may
be cognate with Skt. /ind- ‘cut off” < *luh,-no-. However, the identification of the laryngeal
rests on connecting it with the root in Gk. Aolov ‘part of a plough, sock or blade’ < *leh,uiom,

* Although if Schrijver is right to see this as analogical, this is not a problem.
> See the entry in LIV (Rix 2001) for bibliography, and also McCone (1991: 127-129).
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which is not certain. More difficult is Lat. liicrum ‘gain, profit’, which Schrijver compares to
Gk. ano-Aovo ‘I profit from” < */h,u-, Doric Greek Adia ‘loot, profit’ < *leh,uieh,. Thus, it
ought to be from */uh,-tlo-m, without shortening on account of the second laryngeal. One
possibility is to accept Schrijver’s idea of laryngeal loss in */HTC sequences (1991: 339)
where T = any stop, although this weakens the case for Lat. piiter, and possibly Olr. othar as
examples of shortening. The only alternatives are to accept the Kortlandt/Schrijver hypothesis
that *Hu does not metathesise to *ufd when pretonic, or to re-examine Winter’s law of
laryngeal metathesis altogether. The latter seems as though it might be more productive.

4. Conclusion

An examination of the Old Irish evidence has not produced much in the way of new evidence
for shortening by Dybo’s law. However, it has revealed several forms which are problematic
for all the attempted formulations. I have tentatively suggested a new explanation of my own:
that shortening occurs when the vowel in a pretonic syllable is followed by a first or third
laryngeal. When a second laryngeal is involved, shortening does not occur.

Although ‘vowel shortening” has been used to describe this process, there are two
conceivable possibilities to explain the situation. It could be due to differences in laryngeal
loss according to context, i.e. ¥, and *h; were lost exceptionally in pretonic position, without
lengthening the previous vowel, while stressed */4, and *Ah;, and *A, in all positions were lost
with vowel lengthening. The alternative is that *k, and *h; were lost earlier than *h,,
lengthening preceding vowels. Shortening by Dybo’s law then occurred, and after it had
ceased to function *i, was lost, creating new long vowels in pretonic position. Possible
avenues for determining which of these is correct would involve finding forms which have
original PIE long vowels (not from laryngeal loss) and oxytonesis, of which there are likely to
be few. Two possible, but by no means certain examples of this might be Olr. mir ‘morsel’
(cf. Gk. unpog ‘thigh’) and dam ‘retinue’ (if this is a vrddhi formation to *dom- ‘house’). The
second of the two possibilities would seem more likely, since otherwise the lack of
compensatory lengthening would be peculiar. It is difficult to tell whether *RH clusters, which
have been ignored in the present work, might be informative, since there seems to be little
consensus on the regular reflexes of these clusters in Celtic, whether originally stressed or
not.’

Given the paucity of the evidence, it is doubtful whether the question of pretonic
shortening in Celtic, Italic and Germanic will ever be truly solved. There seem, however, to be
weaknesses in previous explanations, and my attempt at a formulation is proffered in the hope
of explaining the Old Irish evidence more efficiently, and solving some of the problems, while
keeping to a minimum the creation of new ones.

% For an overview, see Irslinger (2002: 22-26). There is a brief discussion in Schrijver (1991: 335). Longer
arguments in de Bernardo Stempel (1987: 40-47) and Joseph (1982).
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